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The design of robust computational physics codes has always been a challenge to application programmers. One of the key difficulties in writing multiphysics codes stems from the inefficient handling of spatial discretization and field operations. For example, in the context of the finite volume (FV) method, one often deals with structured and unstructured meshes that are either staggered or collocated. To handle this array of options, a complex data structure is required to represent arbitrary meshes. For structured grids, this approach imposes an unnecessary computational overhead that increases significantly with problem size. Instead, the programmer must write specific components to handle structured meshes thus defeating the purpose of code portability. Furthermore, dedicated discretization schemes are required for different types of meshes, thus increasing software complexity. Although modern computational codes rely extensively on a variety of libraries for linear algebra operations, they lack a framework that provides proper application-independent discretization tools. In this manuscript, we present a novel computational paradigm that separates the spatial discretization and field operations from the physics. This paradigm is based on the abstraction of the mathematical operators describing physical processes. An operator corresponds to a precise mathematical object that performs a certain calculation on a field. A field corresponds to any scalar or vector variable required in the solution process. In our model, an operator is represented discretely by a sparse matrix while a field is represented by a vector. At the outset, the discretization process corresponds to a sparse-matrix-vector multiplication. This approach completely decouples the physics from the spatial and field operations thus providing an avenue for improved code design and usability.

Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \tau )</td>
<td>Stress tensor</td>
</tr>
<tr>
<td>( \psi )</td>
<td>Generic scalar field</td>
</tr>
<tr>
<td>( \rho )</td>
<td>Density</td>
</tr>
<tr>
<td>( S )</td>
<td>Surface</td>
</tr>
<tr>
<td>( S_{ij} )</td>
<td>Staggered surface direction</td>
</tr>
<tr>
<td>( \tau_{ij} )</td>
<td>Stress tensor</td>
</tr>
<tr>
<td>( u )</td>
<td>Velocity field</td>
</tr>
<tr>
<td>( \varphi )</td>
<td>Generic scalar field</td>
</tr>
<tr>
<td>( V )</td>
<td>Volume</td>
</tr>
<tr>
<td>( V_i )</td>
<td>Staggered volume location</td>
</tr>
<tr>
<td>( p )</td>
<td>Pressure</td>
</tr>
<tr>
<td>( t )</td>
<td>Time</td>
</tr>
</tbody>
</table>

Operators

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mathcal{G} )</td>
<td>Discrete gradient operator</td>
</tr>
<tr>
<td>( \mathcal{I} )</td>
<td>Discrete integral operator</td>
</tr>
<tr>
<td>( \mathcal{L} )</td>
<td>Generic operator</td>
</tr>
<tr>
<td>( \mathcal{R} )</td>
<td>Discrete interpolant operator</td>
</tr>
</tbody>
</table>
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I. Introduction

Computational physics is a relatively new field that now stands with experiment and theory at the heart of modern scientific investigations. While experimental and theoretical approaches have traditionally provided the necessary tools to analyze natural processes, computational methods deliver fine-grained information to an arbitrary level of accuracy and precision. It is also interesting to note that analytical techniques constitute the infrastructure of all numerical methods. Although the ideas of numerical approximation of differential quantities were known since the early development of the calculus, their use was limited due to the lack of computational tools. However, with the advent of microprocessors in the 19th century, more attention was given to the use of computers to solve differential equations. The pioneering work of Richardson is recognized as being the first modern application of computational techniques to practical problems.

Subsequent progress of numerical techniques was strongly correlated with developments in computer architecture and programming languages. In the early stages of computational physics, scientists were focused on solving problems of physical interest rather than efficient software design and programming. As numerical methods matured and problems became more complex, a paradigm shift occurred and now software engineering is (and should be) an integral part of any computational endeavor.

One of the central challenges in writing multiphysics codes is the efficient handling of spatial discretization and field operations. One often deals with structured and unstructured meshes that are either staggered or collocated. To handle this array of options, a complex data structure is required to represent arbitrary meshes. Unfortunately, for structured grids, this approach imposes an unnecessary computational overhead that increases significantly with problem size. Structured grids do not require advanced data representation as one is able to iterate through the grid via proper indexing. Instead, the programmer must write specific components to handle structured meshes thus defeating the purpose of code portability. Furthermore, dedicated discretization schemes are required for different meshes, therefore increasing software complexity.

The current foundation of computational software design is based on partial separation of the physics from the numerics. While modern codes rely on external libraries for linear algebra operations such as iterative solvers, they lack a framework that provides application-independent discretization tools. In this manuscript, we present a novel computational paradigm that allows separation of the spatial discretization and field operations from the physics. This paradigm is based on the abstraction of the mathematical operators describing physical processes. An operator corresponds to a precise mathematical object that performs a certain calculation on a field. A field corresponds to any scalar or vector variable required in the solution process. In its most general form, an operator is represented discretely by a sparse matrix while a field is represented by a vector. At the outset, the discretization process corresponds to a matrix-vector multiplication. This approach decouples the physics from the spatial and field operations thus complementing the physics-numerics cycle and providing an avenue for better code design and usability.

This paper is organized as follows. We first introduce the theoretical aspects of fields and operators as well as their proper representation on computers. Next we apply the discrete operator approach to the transport equations of a compressible fluid at low Mach number such as those arising in reactive flow systems. These will be presented for a staggered orthogonal grid using the finite volume method. We then introduce our software implementation of the discrete operator approach and discuss various design considerations as well as its development status. Finally we provide an example for programming a diffusive flux expression and conclude the paper with a summary of our implementation and list of its advantages.

II. Theoretical Formulation

Our focus in this presentation is on time dependent partial differential equations that are to be solved on staggered, structured meshes using the finite volume method. Discretization methods on staggered grids have many desirable characteristics such as conservation of momentum, circulation, and kinetic energy. The latter is particularly important for large eddy simulations.

We start by writing a general transport equation as

$$\frac{\partial \varphi}{\partial t} = \mathcal{A}(\varphi, \vec{x}, t),$$

where $\varphi$ is the dependent variable and $\mathcal{A}(\varphi)$ is a nonlinear operator that represents a variety of physical processes such as convection, diffusion, and any other source terms. In what follows, we introduce the concepts of fields and
Figure 1. Non-Staggered structured mesh showing volume and face fields.

Figure 2. \(x\)-staggered structured mesh showing volume field \(\varphi^V\) as well as \(x\)-face, and \(y\)-face fields \(\psi_{Sx}\) and \(\psi_{Sy}\), respectively.

operators.

A. Fields

A field \(\varphi\) is defined as any scalar, vector, or tensor quantity that is associated with particular values on a mesh. Viscosity, velocity, and stress are examples of scalar, vector, and tensor fields, respectively. Fields can be constant or variable in time and space. For example, in a homogeneous incompressible isothermal flow, viscosity is a constant scalar field while velocity is calculated based on the momentum equations. Fields are located on predefined points on a mesh, typically corresponding to volume or surface centroids. Hence, we define two types of fields, volume and surface fields. In practice, a field is represented by a one dimensional contiguous array whether it corresponds to a scalar, vector, or tensor variable. For vector and tensor fields, we represent each component as a scalar field. For example, the velocity field is represented as three scalar fields corresponding to its three components, \(u\), \(v\), and \(w\).

1. Non-Staggered Grids

For a non-staggered grid, a volume field is given the superscript \(V\) while a surface field is referred to via \(S_i\). Here, \(i = x, y, z\) is the direction of the face normal on which the field is located. For instance, a non-staggered volumetric field \(\varphi\) is written as \(\varphi^V\) while a non-staggered \(x\)-face field \(\psi\) is designated by \(\psi_{Sx}\) as shown in Fig. 1.

2. Staggered Grids

To distinguish between staggered and non-staggered control volumes, we add the subscripts \(x, y, z\) for staggered locations. These refer to the offset in the axial, transverse, and azimuthal directions, respectively. While for non-staggered meshes a volumetric subscript is not required, staggered volume fields are written as \(V_{x}, V_{y}, \text{ and } V_{z}\), respectively. The staggered surfaces can be described using a tensor \(S_{ij}\) where \(i\) denotes the surface normal direction and \(j\) denotes the staggered direction. This is written as

\[
\begin{bmatrix}
S_{xx} & S_{xy} & S_{xz} \\
S_{yx} & S_{yy} & S_{yz} \\
S_{zx} & S_{zy} & S_{zz}
\end{bmatrix}
\]

(2)
Using this nomenclature, an $x$-staggered volume field $\varphi$ is denoted by $\varphi^{V_x}$, while $\psi^{S_y}$ refers to a $y$-staggered $x$-face field as illustrated in Fig. 2. Occasionally, one may want to refer to an entire staggered field with no specified direction. In this case, either a vector subscript $\vec{x}$ or index $i$ may be employed, e.g. $\varphi^{V_x}$ or $\varphi^{V_i}$.

B. Operators

An operator is defined as an object used to calculate new fields based on existing ones. It consumes a particular field type and produces another. In general, an operator $L$ acting on a field $\varphi$ is written as

$$\text{out type } L \text{ in type } (\varphi)^{\text{in type}}.$$  \hspace{1cm} (3)

Note that in Eq. (3), the field type of $\varphi$ must match the input type of the operator. It is therefore not necessary to explicitly designate the type of field being consumed as it may be inferred from the input type of the operator. For example, $[S_y V_x^V_i] (\varphi)$ is an operator that consumes an $x$-staggered volume field and produces and $x$-staggered $y$-face field.

1. Operator Types

We identify three types of operators:

- Gradient: $G$
- Interpolant: $R$
- Integral: $I$

A gradient operator is used to calculate the directional derivatives of a field while an interpolant operator can be used to convert between a variety of field types. Gradient and Interpolant operators can process both volume and face fields. Their output depends on the stencil used and can generally be of any field type. For example, an interpolant may be invoked to convert between volume and surface fields or from staggered to non-staggered locations. Finally, an integral operator can consume both volume and surface fields to produce a volume field. The location of this field (i.e. staggered or not) depends on that of the integrand. For instance, assuming that axial momentum $\rho u$ resides at $x$-staggered cell centroids, then

$$\int_{V_x} \frac{\partial \rho u}{\partial t} \, dV_x = [V_x^V_i I^{S_o}] \left( \frac{\partial \rho u}{\partial t} \right).$$ \hspace{1cm} (4)

This operation takes an $x$-staggered volume field as both, input and output. On the other hand, given an $x$-staggered $x$-face field $q$, then the following surface integral

$$\int_{S_x^x} q \, dS_x = [V_x^V_i I^{S_o}] (q),$$ \hspace{1cm} (5)

produces an $x$-staggered volume field. It is also important to note that when the input is a surface field, the integral corresponds to a surface integral.

2. Operator Stacking

We define operator stacking as successive operations on a field. These nested operations are actually matrix–matrix multiplications of the stacked operators. Evaluation of stacked operators proceeds from right to left. The output type of a nested operator must therefore match the input type of the one to its left. This may be written as

$$[o_i L_i^o] \cdots [o_2 L_2^o] [o_1 L_1^o] (\varphi); \hspace{0.5cm} i_{j+1} \equiv o_j, \ j \geq 2.$$ \hspace{1cm} (6)

In this sense, the stacked operators form a linked chain with a single field type output. The volume integral of the pressure gradient describes one such example, shown here in the $x$-direction

$$\int_{V_x} \frac{\partial p}{\partial x} \, dV_x = [V_x^V_i G^V] (p).$$ \hspace{1cm} (7)
Here, $[V^* G V](p)$ calculates the gradient of a volume field $p$ and produces an $x$-staggered field. Then, the integral is carried out over the staggered field and stores the result at the same staggered location. In this case, evaluation of the pressure gradient is required first before the integration is carried out. Alternatively, one may calculate the compound operator $[V^* I G V] = [V^* I^* V^*] [V^* G V]$ by performing a matrix–matrix multiplication and then apply the newly formed operator to the pressure field.

3. Matrix and Stencil-Loop Representations

To understand how an operator is constructed, consider the calculation of the axial derivative of a non-staggered volume field $p V$ on a one-dimensional, five-cell uniform grid. Assume that we wish to locate the resulting field on the $x$-faces of the non-staggered mesh. Using central differencing, we obtain

$$
\begin{bmatrix}
  p'_1 \\
  p'_2 \\
  p'_3 \\
  p'_4 \\
  p'_5 \\
\end{bmatrix} =
\begin{bmatrix}
  -\frac{1}{\Delta x} & \frac{1}{\Delta x} & 0 & 0 & 0 \\
  0 & -\frac{\Delta x}{\Delta x} & \frac{1}{\Delta x} & 0 & 0 \\
  0 & 0 & -\frac{1}{\Delta x} & \frac{1}{\Delta x} & 0 \\
  0 & 0 & 0 & -\frac{1}{\Delta x} & \frac{1}{\Delta x} \\
  0 & 0 & 0 & 0 & -\frac{1}{\Delta x} \\
\end{bmatrix}
\begin{bmatrix}
  p_0 \\
  p_1 \\
  p_2 \\
  p_3 \\
  p_4 \\
\end{bmatrix}.
$$

(8)

It is evident that an operator can be represented by an $m \times n$ matrix whose size depends on the input and output fields. It can be easily shown that $m$ is the size of the output field array while $n$ is the size of the input field array. The entire operation then corresponds to a matrix-vector multiplication that may be efficiently implemented using available libraries.

For unstructured meshes, operators are constructed using connectivity information from the mesh to determine the sparsity structure as well as the coefficients of an operator. For structured meshes, connectivity information is easily inferred from the number of grid points. Therefore, it is more efficient to implement the matrix-vector multiplication as a stencil loop over the fields. This allows one to improve the overall performance of a code as well as reducing memory requirements.

4. Discretization Order

Operators can be implemented to an arbitrary discretization order. In that case, the size of the stencil and its coefficients change accordingly. For the matrix representation, this implies a change in the sparsity structure of the mesh, while for the stencil-loop representation, specific changes to the iterators (inside the stencil loop) must be accounted for.

III. Application to Transport Equations

By way of illustration, we apply the discrete operators to the staggered finite volume discretization of a compressible flow. For simplicity, we will not include the transport of chemical species. At the outset, we have the following system of equations

$$
\frac{\partial \rho}{\partial t} = -\nabla \cdot (\rho u),
$$

(9)

$$
\frac{\partial (\rho u)}{\partial t} = -\nabla p - \nabla \cdot (\rho u \otimes u) - \nabla \cdot \tau,
$$

(10)

where

$$
\tau = -\mu \left[ \nabla u + (\nabla u)^T \right] + \frac{\delta}{2} \mu \delta \nabla \cdot u,
$$

(11)

is the Newtonian stress tensor. In Eq. (11), $\delta$ is the second order identity tensor. The use of a staggered grid requires setting the solution variables at different locations. In this discussion, we assume that all scalar variables are located at non-staggered cell centers, while momentum components are located at staggered control volumes. These are summarized in Table 1. Application of the finite volume method proceeds by first integrating the continuity and
Table 1. Summary of common transport variables and their corresponding field types and locations on a mesh.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Name</th>
<th>Field Type</th>
<th>Location</th>
<th>Designation</th>
</tr>
</thead>
<tbody>
<tr>
<td>ρ</td>
<td>Density</td>
<td>Volumetric</td>
<td>Non-staggered</td>
<td>ρV</td>
</tr>
<tr>
<td>p</td>
<td>Pressure</td>
<td>Volumetric</td>
<td>Non-staggered</td>
<td>pV</td>
</tr>
<tr>
<td>u</td>
<td>Axial velocity</td>
<td>Volumetric</td>
<td>x-staggered</td>
<td>uVx</td>
</tr>
<tr>
<td>v</td>
<td>Transverse velocity</td>
<td>Volumetric</td>
<td>y-staggered</td>
<td>vVy</td>
</tr>
<tr>
<td>w</td>
<td>Azimuthal velocity</td>
<td>Volumetric</td>
<td>z-staggered</td>
<td>wVz</td>
</tr>
</tbody>
</table>

momentum equations over control volumes corresponding to the variable being solved for. This may be accomplished by setting

\[
\int_V \frac{\partial \rho}{\partial t} dV = - \int_V \nabla \cdot (\rho \mathbf{u}) dV = - \int_S \rho \mathbf{u} \cdot \mathbf{n} dS, \tag{12}
\]

\[
\int_{V_x} \frac{\partial \rho u}{\partial t} dV_x = - \int_{S_{x_1}} \rho u u \cdot \mathbf{n} dS_{x_1} - \int_{S_{x_2}} (\tau \cdot \mathbf{i}) \cdot \mathbf{n} dS_{x_2} - \int_{V_x} \frac{\partial p}{\partial x} dV_x, \tag{13}
\]

\[
\int_{V_y} \frac{\partial \rho v}{\partial t} dV_y = - \int_{S_{y_1}} \rho v u \cdot \mathbf{n} dS_{y_1} - \int_{S_{y_2}} (\tau \cdot \mathbf{j}) \cdot \mathbf{n} dS_{y_2} - \int_{V_y} \frac{\partial p}{\partial y} dV_y, \tag{14}
\]

\[
\int_{V_z} \frac{\partial \rho w}{\partial t} dV_z = - \int_{S_{z_1}} \rho w u \cdot \mathbf{n} dS_{z_1} - \int_{S_{z_2}} (\tau \cdot \mathbf{k}) \cdot \mathbf{n} dS_{z_2} - \int_{V_z} \frac{\partial p}{\partial z} dV_z. \tag{15}
\]

The solution process of these equations requires proper handling of the pressure. One commonly used technique to handle pressure-velocity coupling is the pressure projection method. Discussion of pressure projection and related methods is out of the scope of this paper.

The discrete operators can now be applied to equations (12)-(15), starting with the continuity equation (12)

\[
\left[ \nabla I V \right] \left( \frac{\partial \rho}{\partial t} \right) = - \left[ \nabla I S \right] \left[ S_{R V} \right] (\rho \mathbf{u}) V \cdot \mathbf{n}. \tag{16}
\]

Here, the left hand side is the integral of a volume field and is stored at non-staggered locations. For the right hand side, given that \( \rho \mathbf{u} \) is a staggered volume field, it must first be interpolated to non-staggered superfaces before integration is carried out. Hence the use of the interpolant operator \( [S_{R V}] \).

Next, we write the momentum equations in operator form. For brevity, this will be illustrated using the \( x \)-momentum equation. Using

\[
\left[ \nabla I V \right] \left( \frac{\partial \rho u}{\partial t} \right) = F_x - \left[ \nabla I V \right] \left[ \nabla I G \right] (p) V, \tag{17}
\]

where

\[
F_x = - \int_{S_{x_1}} \rho u u \cdot \mathbf{n} dS_{x_1} - \int_{S_{x_2}} (\tau \cdot \mathbf{i}) \cdot \mathbf{n} dS_{x_2}. \tag{18}
\]

The discrete pressure gradient in Eq. (17) will produce an \( x \)-staggered volumetric pressure field given a non-staggered volumetric pressure. In general, a gradient operator can be implemented to produce fields at arbitrary locations. Alternatively, nested interpolants may be used to produce the desired field type. The last term in Eq. (17) requires interpolation of the density to \( x \)-staggered volumes, hence the interpolant operator.
A. Discretization of $F_x$

Starting with the momentum convective flux in Eq. (18), we have,

$$\int_{S_{xx}} \rho \mathbf{u} \cdot \mathbf{n} \, dS_{xx} = \int_{S_{xx}} \rho \mathbf{u} dS_{xx} + \int_{S_{sy}} \rho w dS_{sy} + \int_{S_{sz}} \rho w w dS_{sz}.$$

(19)

This requires two interpolations, namely, momentum and velocity. The momentum $\rho \mathbf{u} \equiv \rho \mathbf{u}^V$ must be interpolated to $x$-staggered $x, y, z$-faces, respectively. This is accomplished by using an appropriate volume-to-surface interpolant such as

$$(\rho \mathbf{u})^S_{xx} = \left[ S_{xx} \mathcal{R}^V \right] (\rho \mathbf{u}); \quad (\rho \mathbf{u})^S_{sy} = \left[ S_{sy} \mathcal{R}^V \right] (\rho \mathbf{u}); \quad (\rho \mathbf{u})^S_{sz} = \left[ S_{sz} \mathcal{R}^V \right] (\rho \mathbf{u}).$$

(20)

Next, the velocity components should be interpolated to the corresponding staggered faces. These are first calculated by interpolating the density to staggered cell centers using the following

$$u^V = (\rho \mathbf{u})^V / \left[ V^x \mathcal{R}^V \right] (\rho); \quad v^V = (\rho \mathbf{u})^V / \left[ V^y \mathcal{R}^V \right] (\rho); \quad w^V = (\rho \mathbf{u})^V / \left[ V^z \mathcal{R}^V \right] (\rho).$$

(21)

The next step involves interpolating the staggered velocities to the staggered faces. This is accomplished by using an appropriate interpolant

$$u^S = \left[ S_{xx} \mathcal{R}^V \right] u^V; \quad v^S = \left[ S_{sy} \mathcal{R}^V \right] u^V; \quad w^S = \left[ S_{sz} \mathcal{R}^V \right] u^V.$$

(22)

Note that for uniform structured grids, the staggered volume fields coincide with the faces of the non-staggered cells. Finally, the integral of the momentum convective flux is at hand

$$\left[ V^x I S_{xx} \right] (\rho u)^S_{xx}, u^S_{xx} + \left[ V^y I S_{sy} \right] (\rho u)^S_{sy}, v^S_{sy} + \left[ V^z I S_{sz} \right] (\rho u)^S_{sz}, w^S_{sz}.$$

(23)

The stress vector for the $x$-momentum equation is conveniently written as

$$\mathbf{\tau} \cdot \mathbf{i} = \tau_{xx} = \left( \tau_{xx}, \tau_{yx}, \tau_{xz} \right) = \left( -2\mu \frac{\partial w}{\partial x} + \frac{2}{3} \mu \nabla \cdot \mathbf{u}, -\mu \left( \frac{\partial w}{\partial x} + \frac{\partial u}{\partial y} \right), -\mu \left( \frac{\partial w}{\partial x} + \frac{\partial u}{\partial z} \right) \right).$$

(24)

Starting with $\tau_{xx}$, we first recognize that $\tau_{xx}$ is an $S_{xx}$ field, i.e. it resides on an $x$-face of an $x$-volume field. Note that all terms in the expression for $\tau_{xx}$ must be located at $S_{xx}$. Then, we have

$$\tau_{xx} = \left[ S_{xx} \mathcal{R}^V \right] (\mu) \left( -2 \left[ S_{xx} \mathcal{G}^V \right] (u) + \frac{2}{3} \left[ S_{xx} \mathcal{R}^V \right] (\nabla \cdot \mathbf{u}) \right).$$

(25)

In a similar fashion, $\tau_{yx}$ and $\tau_{xz}$ can be written as (note that $\tau_{yx}$ and $\tau_{xz}$ are $S_{sy}$ and $S_{sz}$ fields, respectively)

$$\tau_{yx} = -\mu \left( \frac{\partial w}{\partial x} + \frac{\partial u}{\partial y} \right) = -\left[ S_{sy} \mathcal{R}^V \right] (\mu) \left( \left[ S_{sy} \mathcal{G}^V \right] (u) + \left[ S_{sy} \mathcal{G}^V \right] (u) \right),$$

(26)

$$\tau_{xz} = -\mu \left( \frac{\partial w}{\partial x} + \frac{\partial u}{\partial z} \right) = -\left[ S_{sz} \mathcal{R}^V \right] (\mu) \left( \left[ S_{sz} \mathcal{G}^V \right] (u) + \left[ S_{sz} \mathcal{G}^V \right] (u) \right).$$

(27)

By combining these equations, one has the complete operator specification of the momentum equation. This method may be repeated for any type of differential equation and provides a convenient means for designing a computational code. Furthermore, writing equations using operators helps programmers focus on the physics of the problem at hand.

IV. Software Implementation

Implementation of the strategies proposed above requires the use of modern programming languages. Specifically, we choose C++ because it supports both runtime and compile-time polymorphism.10–11 Our implementation takes form in a publicly available library called SpatialOps.12 The SpatialOps library provides a convenient interface for discrete operators using C++ template programming. The use of template programming is prompted by the need to

---

12SpatialOps may be downloaded from: https://software.crsim.utah.edu/trac/wiki/SpatialOps.
embed arbitrary type information in the operator classes directly. Embedding type information provides the necessary support for operators to identify the types of fields that they operate on and produce. At the outset, one is able to enforce compatibility between fields and operators at compile time, resulting in highly robust code.

The SpatialOps library makes the following assumptions about the mesh it is being used with. First of all, Operators and fields are defined on a patch. A patch is a region of space where the governing equations are solved. Unlike a full mesh, several patches may be associated with a single mesh. This is akin to multiple processors calculating a given problem. We also assume that a patch has ghost cells associated with it. Ghost cells are additional cells that allow implementation of boundary conditions and facilitate domain decomposition parallelization. Finally, fields and operators are associated with a linear algebra package which provides matrix-vector and matrix-matrix operations.

To represent a field and an operator, the SpatialOps library provides two key base classes: the SpatialField class and the SpatialOperator class. As the names designate, these base classes provide the necessary interface for all derived and specialized operators and fields.

A. SpatialField Class

A SpatialField holds a view of memory that is allocated elsewhere (e.g. by a framework). Alternatively, it can allocate memory and manage it internally. This flexibility allows a SpatialField to interface to existing frameworks that provide memory management by simply wrapping existing memory, thereby avoiding unnecessary memory copies. The declaration of the SpatialField class is given in Listing 1.

The unique set of template parameters in the SpatialField class implies a distinct field type. These template parameters represent:

- \texttt{LinAlg}: the type of linear algebra system used for sparse matrix-vector multiplications. This allows lightweight interfaces to be built to various linear algebra libraries and the SpatialField objects can be interoperable with a wide range of such libraries.

- \texttt{FieldLocation}: the storage location (e.g. volume field) and other type traits for the field.

- \texttt{GhostTraits}: information about the ghost structure on the field. Ghost fields are frequently used in assigning boundary conditions as well as in domain decomposition and MPI parallelism.

- \texttt{T}: the fundamental type for this field. By default this is a double, but it could be changed to allow for more sophisticated types that allow automatic differentiation\textsuperscript{12,13} for example.

Additional details about the template parameters and the interfaces that they must implement is documented in the source code.

For convenience, the SpatialField class overloads the four unary operations of addition (+=), subtraction (−=), multiplication (*=), and division (/=). These facilitate elementary operations among fields. Combined with expression template technology, these basic operators allow for simple implementation of complex mathematical expressions involving multiple SpatialField objects. Listing 2 shows a generic implementation for a *= operator using STL-compliant iterators.\textsuperscript{14}

B. SpatialOperator Class

An \textit{operator} is required to transform between field types. This imposes strong type safety that allows for compile-time error checking. A SpatialOperator is represented as a sparse matrix, and requires a linear algebra package to support matrix-matrix and matrix-vector operations. A given operator is constructed on all patches of the mesh. In

```cpp
template< typename LinAlg, // The linear algebra package used
typeName FieldLocation, // The location of this field
typeName GhostTraits, // The ghost strategy for this field
typeName T=double > // underlying type for a point in this field
class SpatialField;
```

Listing 1. Declaration of a SpatialField using C++ templates.

American Institute of Aeronautics and Astronautics
template< typename VecOps, typename Location, 
    typename GhostTraits, typename T >
operator += ( const MyType& other )
{
    const_iterator iother=other.begin();
    iterator ifld=this->begin();
    const iterator iend=this->end();
    for( ; ifld!=iend; ++ifld , ++iother ){
        *ifld += *iother;
    }
    return *this;
}

Listing 2. Generic implementation of operator *\(+=\) for a SpatialField.

template< typename LinAlg, // linear algebra support for this operator
    typename OpType, // type of operator
    typename SrcFieldT, // information on the source field
    typename DestFieldT > // information on the dest field
class SpatialOperator;

Listing 3. Declaration of the SpatialOperator base class.

the case of a uniform, structured mesh, this may be accomplished very easily. In the case of an unstructured mesh, topology and connectivity information is required to determine the sparsity pattern and coefficients for each operator. It is important to note that a unique operator type is determined by the operation it serves (e.g. computing a gradient) and the type of mesh it is constructed for. Note that a specific type of operator implies specific field types as well. For example, a divergence operator implies that it acts on a surface field to produce a volume field. Verification can be performed for each operator using analytic functions to ensure proper order of accuracy. Note that this can be performed entirely independent from verification of the application code itself. The declaration of a SpatialOperator is given in Listing 3.

Since each SpatialOperator represents a sparse matrix, application of a SpatialOperator to a SpatialField involves a matrix-vector multiplication. This can be made to take full advantage of system hardware via platform-optimized BLAS and LAPACK libraries. Furthermore, since the SpatialOperator and SpatialField types are determined by ghosting patterns, linear algebra package, and field locations, this provides compile time compatibility checking. In other words, if an operator is inconsistent with the fields that one tries to operate on, the code will not compile.

Every derived operator must provide the the operator type, the source field type, and the destination field type. Furthermore, it must define a method that applies the operator to the field. These are summarized in Table 2 and Table 3.

V. Example

By way of example, we provide the code for constructing operators for a diffusive flux expression. Calculation of the diffusive flux of a scalar \(\varphi\) requires evaluation of

\[
\mathbf{J}_\varphi = -D_\varphi \nabla \varphi.
\]

Note that \(\mathbf{J}_\varphi\), \(D_\varphi\), and \(\nabla \varphi\) are surface fields while \(\varphi\) is a volume field. Listing 4 shows the complete implementation of this calculation.

This listing assumes that the types of the gradient, surface, and volume fields are known at compile time. The diffusion coefficient is also assumed to be known at surface locations. Note the absence of any topology-specific code. There are no loops over nodes to calculate the gradient. This is performed as a sparse matrix-vector multiply within the SpatialOperator (a gradient operator in this case).

The template parameters on line 1 of Listing 4 define the types for the gradient operator as well as the fields. The C++ compiler will automatically generate the appropriate code for each specific type that is provided. There-
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<table>
<thead>
<tr>
<th>Required typedef</th>
<th>Description</th>
<th>Methods</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>OpType</td>
<td>Operator type</td>
<td>apply_to_field</td>
<td>Applies operator to a source field</td>
</tr>
<tr>
<td>SrcFieldType</td>
<td>Source field type</td>
<td>apply_to_op</td>
<td>Applies operator to another operator</td>
</tr>
<tr>
<td>DestFieldType</td>
<td>Destination field type</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Summary of required types for a SpatialOperator class.

Table 3. Summary of methods provided by a SpatialOperator Class.

Therefore, no distinction is required between surface fields in structured, unstructured, staggered, or collocated schemes. Furthermore, the gradient operator, represented as a sparse matrix, has a specific type that will be known at compile time. In an actual implementation, the last two template parameters would be eliminated and the field types would be determined from the gradient operator, since the field types are redundant information that is contained in the operator type.

```
template<typename GradOp, typename SurfField, typename VolField>
void generic_diffusive_flux( const GradOp& grad,
                           const VolField& phi,
                           const SurfField& diffCoeff,
                           SurfField& diffFlux )
{
  grad.apply_to_field ( phi , diffFlux ); // calculate the gradient of phi
  diffFlux *= diffCoeff;
  diffFlux *= -1.0;
}
```


Perhaps the most notable advantage of the code shown in Listing 4 is that the structure of the calculation is separated from the data layout. For example, the same piece of code could be used in situations where $\nabla \phi$ was stored as

- $\nabla \phi = \begin{bmatrix} \frac{\partial \phi}{\partial x_1} & \cdots & \frac{\partial \phi}{\partial x_n} \\ \frac{\partial \phi}{\partial y_1} & \cdots & \frac{\partial \phi}{\partial y_n} \\ \frac{\partial \phi}{\partial z_1} & \cdots & \frac{\partial \phi}{\partial z_n} \end{bmatrix}$,

- $\nabla \phi = \begin{bmatrix} \frac{\partial \phi}{\partial x_1} \\ \frac{\partial \phi}{\partial y_1} \\ \frac{\partial \phi}{\partial z_1} \\ \cdots \\ \frac{\partial \phi}{\partial x_n} \\ \frac{\partial \phi}{\partial y_n} \\ \frac{\partial \phi}{\partial z_n} \end{bmatrix}$,

- or it could be defined to produce vector components as $\begin{bmatrix} \frac{\partial \phi}{\partial x_1} & \frac{\partial \phi}{\partial x_2} & \cdots & \frac{\partial \phi}{\partial x_n} \end{bmatrix}$ or $\begin{bmatrix} \frac{\partial \phi}{\partial y_1} & \frac{\partial \phi}{\partial y_2} & \cdots & \frac{\partial \phi}{\partial y_n} \end{bmatrix}$.

Each of these cases would be distinguished by the definition of the discrete gradient operator as well as the vector fields. However, the same code shown in Listing 4 would work in all cases. Furthermore, if a field were supplied that was incompatible with a given operator, this error would be caught at compile time. This improves robustness of code and helps reduce implementation errors.

VI. Conclusions

In this manuscript, we present a novel paradigm for separating the discretization component from the physics in computational codes. Our model allows application programmers to write code that is independent of the type of mesh being used. This allows large amounts of software to be directly reused among structured, unstructured, colocated, and staggered finite volume approaches. This is accomplished by providing an abstraction of the operators in differential equations. The operator abstraction is possible because the nature of the discretization process is equivalent to a matrix-vector multiplication. Spatial operators therefore encapsulate the discretization coefficients as a sparse matrix. The sparsity of the matrix depends on the type of grid and the order of accuracy being used. At the outset, the
The discrete nature of these operators requires precise specification of field types they consume and provides an interface for a variety of numerical evaluations. Fields represent any quantity that is required by the solution process and are located at specific points on the mesh. This entails several consistency requirements hence making the code more robust and less prone to errors. The theoretical foundation for this approach is presented along with the proper mathematical nomenclature that allows for easy identification of the required operators and fields.

Our implementation of the abstract operators approach takes form in a newly developed library called SpatialOps. The library provides a C++ interface to defining fields and operators and uses template programming as its foundation. Its proper operation necessitates a linear algebra library such as UBLAS or TRILLINOS as well as mesh framework such as SAMRAI\(^{15}\), SIERRA\(^{16}\), and UINTAH.\(^{17}\) The library also provides the base classes for deriving a variety of operators with different source and destination field types.

This discrete operators approach to computational software design completes the link between physics, numerics, and spatial discretization. The benefits of implementing this framework are numerous, the most important of which is that it provides applications programmers with an avenue to focus on writing robust code that reflects physical models.
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