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Abstract 

Detailed chemical kinetics is an integral component for predictive simulation of turbulent flames and is 
important for reliable prediction of flames and emissions. Major challenges of incorporation of detailed 
chemistry in flame simulations are induced by the large number of chemical species and the wide range of 
timescales involved in detailed kinetics. In this work, dynamic adaptive chemistry (DAC) and in situ adaptive 
tabulation (ISAT) for efficient chemistry calculations in calculating turbulent reactive flows with detailed 
chemistry are studied in iso-octane/air homogeneous charge compression ignition (HCCI) and methane/air 
combustion in a partially-stirred reactor (PaSR). Chemistry calculations are accelerated by DAC via 
expediting the integration of ordinary differential equations (ODEs) governing chemical kinetics with local 
skeletal mechanisms obtained on-the-fly using the directed relation graph (DRG) method, and by ISAT via 
reducing the number of ODE integrations through tabulating and re-using the ODE solutions. It is shown that, 
in contrast to ISAT, the performance of DAC is mostly independent of the nature of combustion simulations, 
e.g., steady or unsteady, premixed or non-premixed combustion, and its efficiency increases with the size of 
chemical kinetic mechanisms. DAC is particularly suitable for transient combustion simulations with large 
mechanisms containing hundreds of species or more, such as those for gasoline or diesel fuels. A speedup 
factor of about 30 is achieved for HCCI combustion of iso-octane/air with good agreements in the histories of 
temperature and species concentrations. In contrast, ISAT performs better for simulations where chemistry 
calculations can be predominantly resolved by retrieving from the ISAT table, i.e., re-using the ODE 
solutions. It is shown that ISAT achieves speedup factors of about 100 with only about 10%, 0.1% and 0.01% 
incurred errors in NO, CO, and temperature, respectively, for the premixed methane/air PaSR simulations.  
Moreover, a combined DAC and ISAT approach, namely ISAT-DAC, has been developed and demonstrated 
in this study to accelerate chemistry evaluation. It is shown that the incurred errors in temperature and species 
concentrations in ISAT-DAC are well controlled, and it can significantly enhance the performance of ISAT, 
when the fraction of direct ODE integration is significant, via accelerating the ODE integrations by DAC. 
 

1. Introduction 
Detailed chemical kinetics is an integral component for predictive simulations of turbulent flames and is 
important for reliable prediction of flames and emissions. Major challenges to incorporate detailed chemistry 
in flame simulations are induced by the large number of chemical species and the wide range of timescales 
involved in detailed kinetics [1]. In this study, we consider a reacting gas-phase mixture consisting of ns 
chemical species, composed of ne elements. The thermo-chemical state of the mixture at a given location and 
time is determined by the pressure p, the mixture sensible enthalpy hs, and the ns-sized vector Y of species 
mass fractions. The governing equations of an inhomogeneous reactive flow can be efficiently solved by 
numerical schemes based on operator-splitting, which split the governing equation into sub-equations with 
each usually capturing only a portion of the source terms on the RHS of the governing equations. The splitted 
equations are time-integrated separately and assembled in the end to approximate the full equations at each 
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time step [2-10]. With chemical reactions being separated into a single (adiabatic and isobaric) reaction 
fractional step, the composition � ≡ ��, ℎ�, �		of each computational cell/particle during this sub-step 
evolves according to a set of nonlinear stiff ordinary differential equations (ODEs) resulting from chemical 
kinetics, ��

�� = �(�) ,                                                                        (1) 

where � is the rate of change due to chemical reactions. The task in this reaction fractional step is to 
determine the thermo-chemical composition due to chemical reactions over a time step ∆�. The time step, 
typically determined by the flow field, may be constant in space and time, or a variable with a typical range 
spanning several orders of magnitude. 

With detailed chemical kinetics, the major computational challenge is the time-intensive nature of 
solving Eq. (1). A realistic description of combustion chemistry for hydrocarbon fuels typically involves tens 
to thousands of chemical species, and the timescales can range from sub-nanoseconds to seconds [1]. In the 
past decade, significant progress has been made in methodologies and algorithms to reduce the computational 
cost imposed by the use of detailed chemistry in reactive flow simulations, and the frequently used 
approaches include: the development of skeletal mechanisms from large detailed mechanisms by the 
elimination of inconsequential species and reactions [11-18]; dimension-reduction techniques [19-29]; and 
storage/retrieval methodologies [30-35] such as in situ adaptive tabulation (ISAT) [33, 34]; cell 
agglomeration methods such as multi-zone models [36-38]; and dynamic adaptive chemistry (DAC) [14, 39-
42]. 

The ISAT algorithm [33, 34] is currently particularly fruitful. When ISAT is employed to speedup 
chemistry calculations in computational fluid dynamics (CFD), which can be direct numerical simulations 
(DNS), large eddy simulations (LES) or a probability density function (PDF) method, the task performed by 
ISAT in the reaction fractional step is to determine the thermochemical compositions after a computational 
time step (either variable or constant) due to chemical reactions. In the context of PDF methods [43], where 
the system within the solution domain is represented by a large number of computational particles, the task 
for ISAT in the reaction step is to determine the particle compositions after a time step. By tabulating useful 
information in binary trees, i.e. the ISAT tables, and reusing it, ISAT can substantially reduce the number of 
direct chemical kinetic integrations and significantly speedup the chemistry calculations. 

The computational efficiency of the ISAT algorithm is higher when the tabulated information can be 
re-used more frequently. For instance, speedup factors of 100~1000 can be achieved using ISAT for 
statistically stationary reactive flows [33]. The performance if ISAT deteriorates when the accessed 
composition space keeps on changing such that the pre-tabulated entries can rarely be re-used, e.g., when 
simulating the transient auto-ignition processes in compression ignition engines. In this study, we explore the 
possibility to accelerate chemistry calculation using ISAT combined with dynamic adaptive chemistry 
(DAC).  

The DAC approach [14, 39-42] has been developed to reduce computational costs through the use of 
locally (spatially and temporally) valid skeletal mechanisms. DAC involving on-the-fly chemical mechanism 
reduction for accelerating chemistry calculations has been demonstrated in internal combustion engine (ICE) 
simulations [14, 39-41]. In a recent turbulent reactive flow simulation [42], DAC is achieved through the 
directed relation graph (DRG) method [11, 12], which was invoked for each CFD cell to obtain a small 
skeletal mechanism that is valid for the local thermochemical condition. By doing so, only a small subset of 
species and reactions in the full mechanism were retained to capture the dominant reaction pathways for each 
local condition. Consequently, the ODE system governing chemical kinetics during the reaction fractional 
step is reduced in size due to the eliminated unimportant species. 

In the present study, we first investigate the relative performance of DAC and ISAT in simulating 
both premixed and non-premixed methane/air combustion in a partially-stirred reactor (PaSR) and in 
simulating a homogeneous charge compression ignition (HCCI) combustion of iso-octane/air mixtures. Then 
the methodology and test results, including the reduction in simulation time and the loss in accuracy, for the 
combined use of DAC and ISAT for efficient chemistry calculations are reported. As an outline of the paper, 
the ISAT algorithm and the DAC approach will be reviewed in Section 2. Their relative performances in 
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PaSR and HCCI are studied in Section 3. The integration of DAC and ISAT is formulated and investigated in 
Section 4. Conclusions are presented in Section 5. 

 

2. Methods 
2.1 Overview of the ISAT algorithm 

The purpose of ISAT is to tabulate a function f(x), where x and f are of dimensions nx and nf, respectively. 
Given a query with xq as input, ISAT returns fa(xq) as an approximation to  f(xq) if possible. An essential 
aspect of ISAT is that the table is built-up in situ, or at runtime, as the simulation is being performed, not in a 
pre-processing stage. The table is empty at the beginning of the simulation. Table entries, also referred to as 
leaves, are added as needed based on the queries, xq, generated by the simulation. As such, only the 
compositions accessed during the simulation need to be tabulated. The tabulated information on the n-th leaf 
includes its location, x(n), the function value, fn=f(x(n)), and the �� × �� Jacobian matrix, A(n), defined as	��� =��� ���⁄ The A matrix is used to construct the linear approximation employed in ISAT. Given a query, xq, the 
linear approximation to f(xq) on the n-th leaf is 

��, = � + "( )(#$ − # ),                                                                      (2) 
and the error in this approximation is 

&( )(#$) = '��, (#$) − �(#$)'.      (3) 
It is assumed that f and x are normalized, such that the two-norm is an appropriate measurement of the 
approximation error. Given a small error tolerance,&()*+ , ISAT returns an approximation to f(x) with errors, &, which are (with reasonable probability) less than &()*+. An important concept related to the approximations 
above is the region of accuracy (ROA) of a leaf. The ROA of the n-th leaf is defined as a domain that contains 
x(n), at each point within which the error &( )(#) in the linear  approximation is less than the specified error 
tolerance,	&()*+. In ISAT, the ROA is approximated by an ellipsoid, namely the ellipsoid of accuracy (EOA). 
The EOA is initialized conservatively and may grow as additional information becomes available.  Note that 
both the ISAT storage requirement and the retrieval timescale with nx

2, with �� ≈ ��. 
ISAT has been widely used to efficiently incorporate reduced or detailed chemical kinetic 

mechanisms in CFD calculations of turbulent reactive flows [43-45]. In these applications, x consists of the 
thermochemical state of a computational particle/cell at the beginning of the reaction time step of duration	∆�, 
and f represents the composition at the end of the integration step at adiabatic and isobaric condition. 
Evaluating f(x) involves integrating the set of nf stiff ODEs in Eq. (1) for a time	∆�. The basic operations 
performed by ISAT on a query, xq, are summarized in the following: 
1. Retrieval: If the query point falls within the ellipsoid of accuracy (EOA) of x, the linear approximation to 

f(xq) based on that leaf is returned. This operation is denoted as a “retrieve”. 
2. Growth: If a retrieval attempt failed, f(xq) is directly evaluated and returned. Some leaves close to xq are 

selected for growth attempts. For each of these selected leaves, the error ε in the linear approximation to 
f(xq) is evaluated, and if it is less than &()*+, the leaf’s EOA is grown to cover xq. If at least one growth 
attempt is successful, this operation is called a “grow”. 

3. Addition: If none of the leaves close to xq can be grown to achieve an error smaller than &()*+ and the 
table is not full, i.e., the ISAT table has not reached the allowed memory limit, a new leaf associated with 
xq is added to the ISAT table. This operation is called an “add”. 

4. Discarded evaluation: If an “add” attempt cannot be completed because the ISAT table is full, f(xq) 
obtained by the function evaluation is returned without further action. (Hence the function evaluation has 
no effect on the ISAT table.) This operation is called a “discard”. 

Note that one event of grow, add, or discarded evaluation involves one and only one ODE integration. 
The average CPU time to perform an ODE integration, denoted as tF, is typically several orders of magnitude 
larger than the average CPU time to perform a “retrieve”, denoted as tR. ISAT speeds up the chemistry 
calculations by obtaining the reaction mapping using “retrieve” whenever possible. Its performance depends 
on the fraction of function evaluation pF in a simulation, which is defined to be the sum of the probabilities of 
“grow”, “add”, and “discard”. In a simulation, the fractions of different events depend on the allowed number 
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of table entries, the number of queries performed, and the nature of the simulation. With pR being the fraction 
of “retrieve”, the average CPU time for a query, tQ, to a good approximation, is �- = �.�. + �/�/ = �.(1 − �/) + �/�/,     (4) 
and the speedup factor in chemistry calculation is 

1 = �2
�3 = 4

526(4752)�8/�2.       (5) 

With ISAT, the ideal speedup factor is 1 = �//�., that occurs when pF approaches zero, i.e., almost all the 
compositions can be resolved by “retrieve”. In contrast, the ISAT performance deteriorates for simulations 
where pR approaches unity.   
 

2.2 Overview of dynamic adaptive chemistry 
Dynamic chemistry adaption (DAC) can be achieved through the DRG-based methods [11-14], which is 
invoked for each CFD cell/particle to obtain a small skeletal mechanism that is valid for the local 
thermochemical condition. More specifically, given a specific thermochemical state	� ≡ ��, ℎ�, �	, DRG is 
invoked to eliminate the unimportant species and the involved reactions in the mechanism that have 
negligible effects on the retained species. The method of DRG is based on the observation that many species 
are only weakly coupled during combustion processes, such that the species that do not significantly affect the 
reaction rates of the major species can be eliminated from the mechanism. The first step in DRG is to quantify 
species coupling by the pair-wise error, rAB, induced to a species A by the elimination of another species B for 
a given thermochemical state [46]: 

:*; ≡ <=>? |AB,?	C?DE?|
<=>? |AB,?C?| ,      F;� = G1, if	the	ith	reaction	involves	B	0, otherwise																																			  ,       (6) 

where X�is the net reaction rate of the i-th reaction and Y*,� is the stoichiometric coefficient of species A in the 
i-th reaction. It is seen that the denominator in Eq. (6) indicates the maximum flux contribution for the 
creation and consumption of species A, while the numerator indicates the maximum flux of A that involves 
species B.  Therefore, a small rAB indicates that B is not important for the reaction rate of species A. Otherwise 
B is important to A and should be retained in the skeletal mechanism if A is retained. Once the pair-wise 
species reduction errors are quantified, the species dependence defined based on Eq. (6) can then be expressed 
in the following graph notation � → [  if  :*; > &]*^,            (7) 
i.e., there is a directed edge from species A to B if and only if rAB is larger than a pre-specified reduction 
threshold &]*^. The vertices in the DRG are the species in the detailed mechanism, and the adjacency matrix, 
E, of the digraph can be constructed as: 

� = _1, `�	:�� > &]*^0, `�	:�� ≤ &]*^  ,       (8) 

In addition to the reduction threshold, the DRG method requires as input one or more species (e.g., 
major species, important radicals and/or other species of interest) as the search-initiating, or starting species 
(together with matrix E) to determine the important species to be retained in the skeletal mechanism. Starting 
from these species of interest, the Depth-First Search (DFS) algorithm can be employed to identify all the 
species that are strongly coupled to the starting species. DRG is a linear time reduction algorithm and has 
been employed to obtain skeletal mechanisms for various detailed mechanisms. In previous studies [14, 39-
42], the starting species are manually specified, e.g. to include the fuel components together with CO, H and 
NO [42].  In this study, with a given local composition, the M-1 most abundant species (in mass) together 
with species H are chosen to be the M search-initiating species, where M is a user-specified small integer. 
This automatic procedure works well for different fuels as demonstrated in the following tests. 

In CFD calculations of reactive flows with DAC, the full set of chemical species in a detailed 
chemical kinetic mechanism are transported in the governing equations. At the beginning of each reaction 
fractional step, DRG is invoked for each CFD cell/particle to obtain a small skeletal mechanism that is valid 
for the local thermochemical condition based on a pre-specified reduction error threshold. The ODEs in 
Eq. (1) for the unimportant species are simplified by approximating these species to be chemically frozen 
during the integration time step, i.e. a reaction is excluded from the local skeletal mechanism if it involves any 
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unimportant species as reactants or products. Note that the eliminated species may still act as third-bodies. 
Next, the simplified ODEs are integrated for a reaction time step to obtain the composition after the reaction 
fractional step. The computation time saving by using DAC is achieved by solving only the non-trivial ODEs 
in Eq. (1) during the reaction fractional steps.  

 

3. Results and discussions 
Since neither ISAT nor DAC requires pre-processing or pre-tabulation of sample compositions, both methods 
are particularly suitable for flame simulations in which a wide range of thermochemical conditions are 
involved. Furthermore, both methods have been successfully demonstrated to speedup chemistry calculations 
in combustion applications. In the present study, the relative performance of DAC and ISAT is further 
investigated and compared in PaSR and HCCI engine simulations to characterize the dependence of their 
performances on the natures of different combustion simulations, e.g., at steady or unsteady, premixed or non-
premixed conditions. Simulations are performed with and without DAC and/or ISAT to quantify and compare 
the incurred errors in temperature and species concentrations, primarily CO and NO, which are important 
intermediate species for fuel oxidation and emissions. The time savings achieved with DAC and ISAT are 
also reported. 
  

3.1 Test case: PaSR  
To demonstrate the feasibility and efficiency of DAC and ISAT for turbulent combustion simulations, PaSR 
calculations were performed for both premixed and non-premixed combustion of methane/air with the 53-
species GRI-Mech 3.0 [47] and 129-species USC-Mech II with updated NOx pathways [48, 49], respectively. 
A PaSR is similar to an individual grid cell in a PDF simulation of a turbulent reacting flow [43]. A stochastic 
PaSR simulation involves Np particles at any time, t, with	∆�	being the specified integration time step. At each 
discrete temporal location k∆�, where k is an integer, the particle compositions change discontinuously 
corresponding to inflow and outflow. Between these discrete temporal points, the particle compositions can 
be changed by mixing and chemical reactions, which are solved using the operator-splitting scheme. The 
particles are arranged in pairs: particles 1 and 2, 3 and 4,…, N − 1 and N are partners. The mixing fractional 
step for each pair of particles, say p and q, is governed by 

_b�(c) b�⁄ = −(�(5) −�($))/de��b�($) b�⁄ = −(�($) −�(5))/de��  ,        (9) 

where	de��is a specified mixing timescale for the pair-wise mixing process. In the reaction fractional step, 
each particle evolves independently as described by Eq. (1). With dfg� being the specified residence time, 

outflow and inflow consist of selecting 
4
hi5Δ�/dfg� pairs at random and replacing their compositions with 

inflow compositions, which are drawn from a specified distribution. With d5k�f being the specified pairing 

timescale, 
4
hi5Δ�/d5k�f pairs of particles (other than the inflowing particles) are randomly selected for 

pairing. Then these particles and the inflowing particles are randomly shuffled so that (most likely) they 
change partners. 

For the premixed cases, the PaSR involves two inflowing streams: a stoichiometric premixed stream 
of fresh fuel/air mixture at 600K, and a pilot stream consisting of the adiabatic equilibrium products of the 
stoichiometric fuel/air mixture at an initial temperature of 600K. The mass flow rates of the fresh and pilot 
streams are in the ratio of 0.95:0.05. For the non-premixed cases, the PaSR involves three inflowing streams: 
a stream of pure fuel at 300K, a stream of air at 300K, and a pilot stream consisting of the adiabatic 
equilibrium products of the stoichiometric fuel/air mixture at an initial temperature of 300K. The mass flow 
rates of these three streams are in the ratio of 0.05:0.85:0.10.  For both the premixed and non-premixed cases, 
all the initial particle compositions at t = 0 are set to be those of the corresponding pilot-streams. Pressure is 
atmospheric for all the PaSR simulations. Other important parameters involved in the PaSR simulations are 
listed in Table 1, including residence time, dfg�, mixing timescale,	de��, pairing timescale, d5k�f, time step, ∆�, and  number of particles, Np. These PaSR parameters are chosen to produce a good range of temperature 
and species compositions to effectively mimic non-equilibrium combustion processes with strong turbulent-
chemistry interactions. In particular, as the residence time decreases and approaches the blow-out limit, ISAT 
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and DAC will be assessed over the dramatically varying composition space at near-limit conditions. All the 
PaSRs are simulated for time duration of 10dfg�	to reach statistically stationary. The maximum size of the 
ISAT tables is set to be 500MB for all the PaSR simulations. 

 

Table 1: The PaSR parameters used for the test cases for methane/air. 
Parameters dfg� 	de�� d5k�f Np ∆� 

Non-premixed 15ms 1ms 1ms 1000 0.1ms 
Premixed 5ms 1ms 1ms 1000 0.1ms 

 

Figure 1 shows the evolution of the mean temperature and NO mass fractions in the premixed PaSR 
with the 129-species USC-Mech II. As indicated by the variations in temperature and NO concentration, a 
wide range of non-equilibrium conditions in the composition space was involved in this test case. The error 
threshold for the simulations with DAC is	&]*^ = 0.01, and that with ISAT is 	&()*+ = 5 × 107n. It is seen 
that the mean temperature profiles with DAC or ISAT closely follow that without DAC or ISAT with no 
visible differences, while minor discrepancies are present in the mean NO concentration profiles. Improved 
agreements with the exact description can be achieved with reduced 	&]*^ for DAC and reduced &()*+ for 
ISAT since both ISAT and DAC have effective accuracy control in temperature and species concentrations.  

 
Figure 1. The evolution of the mean temperature (K) and mean NO mass fraction in the PaSR for the premixed case with 
the 129-species USC-Mech II. 
 

To further quantify the accuracy, we measured the mean relative percentage errors incurred in 
temperature and species concentrations (CO and NO) over the entire simulation. The relative percentage error 
is defined as 

&o = poqr7osp
oqr6os × 100,      (10) 

where t	is a quantity of interest, e.g., temperature or a species concentration, t(]is the predicted value with 
ISAT or DAC, and  tu is the exact solution without the ISAT or DAC. 

 Figure 2 compares the relative errors of ISAT and DAC in temperature and CO and NO 
concentrations as functions of the speedup factor for DAC and ISAT for the premixed case. The speedup 
factor is computed based on the entire simulation time, rather than the CPU time for chemistry integration. 
The ratio of the CPU time spent on the physical processes not including chemical reactions (e.g., 
inflow/outflow and the mixing process) and that on chemistry calculations without acceleration strategies is 
1:380 using USC-Mech II and 1:120 using GRI-Mech 3.0. In the simulations with ISAT, more than 98% of 
the particle compositions are resolved by retrieving from the ISAT table, and thus high speedup factors were 
achieved as shown in Fig. 2, where the data points located in the lower-right corner indicate higher 
efficiencies with smaller errors. It is further observed in Fig. 2 that 
• When almost all the compositions can be resolved by retrievals, ISAT is much more efficient than DAC. 

It is seen in Fig. 2 that ISAT achieves speedup factors of about 100 with only about 10%, 0.1% and 
0.01% incurred errors in NO, CO, and temperature, respectively. In contrast, with the same levels of 
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incurred errors, the speedup factors achieved by DAC are less than 10 even with the 129-species USC-
Mech II.  

• The speedup factor achieved by DAC significantly increases with the mechanism size, i.e., the number of 
species, whereas that of ISAT is mostly insensitive to the mechanism size. For instance, DAC achieved a 
speedup factor of about 8 with about 10%, 0.3% and 0.03% incurred errors in NO, CO, and temperature, 
respectively, using USC-Mech II, while only a speedup factor of about 2 was achieved using GRI-Mech 
3.0 at the same levels of incurred errors. This is because the 129-species USC-Mech II has a larger room 
for reduction compared to the 53-species GRI-Mech 3.0, since the latter is rather compact for methane 
oxidation. This point is confirmed in Fig. 3, which shows the mean fraction of retained species rrspe and 
reactions rrrxn by DRG with &]*^ = 0.1. It is seen that reductions by factors of about 85% and 90% were 
achieved in the number of species and reactions, respectively, using USC-Mech II, while only factors of 
about 65% and 75% were achieved using GRI-Mech 3.0. 

 
Figure 2. The incurred relative percentage errors in temperature (black symbols), CO (blue symbols) and NO (red 
symbols) as functions of the speedup factor for DAC and ISAT for the premixed PaSR.  Closed symbols: with GRI-
Mech 3.0; Open symbols: with USC-Mech II. The symbols are obtained with different values of&]*^  or	&()*+. 

 

In the present study, during the numerical integration of the ODEs Eq. (1), Jacobian of the reaction 
source term is evaluated through the time consuming numerical perturbations along the reaction trajectory. As 
such, the computational cost in ODE integration is approximately proportional to ns

2. Since both the retrieval 
time tR and the ODE integration time tF scale with ns

2, as indicated by Eq. (5), the performance of ISAT 
consequently does not depend on the size of mechanism (when the fraction of ODE integration remains 
unchanged).    

 
Figure 3. The mean fraction of retained species, rrspe and reactions, rrrxn by DRG with &]*^ = 0.1for the premixed PaSR. 

 

To further show the performance of DAC and ISAT for non-premixed combustion, Fig. 4(a) shows 
the evolution of the mean temperature for the non-premixed PaSR with the 129-species USC-Mech II. The 
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error tolerances were set to be &()*+ = 2 × 107wand &]*^ = 0.01 for ISAT and DAC, respectively. As 
indicated by the larger-than-600K variations in the mean temperature, a wide range of compositions are 
present in this test case. It is seen that the solutions with either ISAT or DAC are accurate compared with the 
exact solution for this rather challenging case, and there are almost no noticeable errors in the mean 
temperature profiles. Figures 4(b) and (c) show the evolutions of the mean concentrations of CO and NO. For 
the simulation with ISAT, while the errors are small in temperature and CO concentration, larger errors were 
observed for the mean NO concentration, showing that the level of incurred error can depend on the quantity 
of interest.   

   
Figure 4. The evolution of (a) the mean temperature (K), (b) mean CO mass fraction, and (c) mean NO mass fraction in the 
non-premixed PaSR with the 129-species USC-Mech II. 
 

It is noted that this non-premixed PaSR is computationally more challenging for ISAT than the 
premixed case, as indicated by the fractions of “retrieve” shown in Table 2. For instance, the retrieval rate is 
only 38% for the non-premixed case, while it is more than 98% for the premixed case with&()*+ = 2 × 107w. 
Consequently, the speedup factors achieved for the non-premixed PaSR are less than 3 as shown in Fig. 5, 
which are significantly smaller than those in the premixed cases due to the increased computational time for 
direct chemistry integrations. Figure 5 further shows that comparable computational efficiency were achieved 
for the non-premixed PaSR using ISAT and DAC, respectively. More interestingly, to achieve the same 
speedup factor, ISAT incurs smaller errors in temperature and CO concentration and larger errors in NO 
concentration than those by DAC. For instance, with a speedup factor of 3, ISAT incurs about 25%, 0.9% and 
0.1% incurred errors in NO, CO, and temperature, respectively, while those by DAC are approximately 9%, 
9% and 0.3%, respectively.   

 

Table 2: The fraction of “retrieve” for the non-premixed PaSR with USC-Mech II. &()*+ 1 × 107x 5 × 107w 2 × 107w 
pR 75% 55% 38% 
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Figure 5.  Incurred errors in temperature, CO and NO concentrations as functions of the speedup factor for simulations 
with DAC or ISAT for the non-premixed PaSR with USC-Mech II. The results using DAC were obtained with &]*^=0.01, 0.1, 0.2 respectively, and those with ISAT were obtained with &()*+ = 2 × 107w, 5 × 107w,	1 × 107x	, 
respectively.   
 

3.2 Test case: HCCI  
In HCCI combustion [50] premixed charges of fuel-air mixtures are compressed until auto-ignition occurs. 
HCCI combustion has received substantial research interest due to its potential benefits of high thermal 
efficiency and low engine-out NOx and soot emissions, due to the overall low flame temperatures resulting 
from the lean combustion of nearly homogeneous fuel/air mixtures. These benefits make HCCI engine an 
attractive alternative for the conventional internal combustion engines.  

In the present study, an HCCI combustion test is designed to illustrate the performance of DAC for 
transient compression ignition processes involving complex fuel chemistry of the iso-octane/air mixture with 
equivalence ratio of 0.2.  The initial temperature is set to be 850K at 30 crank-angle-degree (CAD) before the 
top dead center (TDC), and the initial pressure is 13.6 atm. The fuel chemistry is described by an 874-species 
iso-octane detailed mechanism [51]. The cylinder volume evolves with time and temperature peaks close to 
TDC. The engine speed is 1000 rpm. The governing equations are solved by an operator-splitting scheme, 
which separates the time-integration of the compression/expansion process and chemical reactions into two 
sub-steps. The reaction sub-step is taken to be isobaric. After the reaction sub-step, pressure is adjusted such 
that the system contains the same amount of mass as that before the reaction sub-step. The integration time 
step size is fixed at ∆� = 1 × 107ns.   

 

 
Figure 6. Temperature and concentrations of iso-octane and CO as functions of CAD calculated with different reduction 
threshold values for the HCCI combustion of the iso-octane/air mixture with an equivalence ratio of 0.2.    

 

Figure 6 compares the profiles of temperature and species concentration histories calculated with and 
without DAC. Different reduction threshold values were used to investigate the error control of DAC. The 
mixture ignites at around 8 CAD before TDC. It is seen that the results calculated with DAC approach the 
exact solution, i.e. the full description without DAC, as the reduction threshold,	&]*^, decreases, implying 
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that DAC has an effective accuracy control for the HCCI simulation. The difference in the ignition point, 
which is taken to be the crank angle where temperature reaches 1100K,  between the solutions with and 
without DAC is  less than 0.2 CAD  for &]*^ = 0.1 and 1 CAD for &]*^ = 0.2 respectively. At the same 
time, DAC resulted in significant reduction in the simulation time. Speedup factors of 18 and 32 were 
achieved with &]*^ = 0.1 and &]*^ = 0.2, respectively.           
 

Figure 7 further shows the fraction of species retained by DRG as a function of CAD in the HCCI 
simulation. It is seen that the extent of reduction achieved by DRG strongly depends on the combustion states. 
During the compression and ignition stage (before approximately 715 CAD), where the radicals proliferate 
and ignition consequently occurs, the fraction of retained species is approximately 10% and 15% for the 
simulations with &]*^ = 0.2 and	&]*^ = 0.1, respectively. After 725 CAD, where the mixture has ignited and 
mostly reached chemical equilibrium, the fraction of important species retained reduces to about 0.02. That is, 
only about 20 species are important at the late stage of expansion.  It is further observed that the fraction of 
retained species fluctuates slightly at the late stage of expansion. This is because the mixture composition 
used for DRG reduction may deviate from the intrinsic low-dimension manifold of the reactive system in the 
compression/expansion stage, such that some unimportant species may be reactivated. Furthermore, at the 
near-equilibrium stage, exhausted chemical reactions may also be reactivated by the numerical errors in the 
operator-splitting scheme.     

 
Figure 7. The mean fraction of species retained by DRG, rrspe, as a function of CAD for the HCCI combustion of the iso-
octane/air mixture with an equivalence ratio of 0.2.   
 

It is further noted that for this HCCI test case, ISAT resulted in little reduction in computational time 
since the thermo-chemical states of the system keep on evolving in the composition space such that the table 
entries can rarely be re-used. 

 

3.3 Discussions 
As demonstrated above, both ISAT and DAC can achieve significant computational time savings in chemistry 
calculations with effective error control. The performance of DAC is almost independent of the nature of 
combustion systems, e.g., both premixed and non-premixed, and its computational efficiency increases with 
the mechanism size. Therefore, DAC is particularly suitable for simulations of transient combustion processes 
with large mechanisms, particularly those for practical engine fuels that may involve hundreds of species or 
more. In contrast, ISAT performs better for statistically stationary flames, where the compositions can be 
frequently retrieved from the ISAT table. Since the storage requirement and the retrieval time in ISAT scale 
with 	��h, ISAT is most effective for moderate sized mechanisms, e.g., those with less than about 50 species. 
The performance of ISAT deteriorates when the tabulated reaction states can rarely be retrieved, e.g. in 
transient combustion simulations. In the following, DAC will be combined with ISAT for improved 
performance through expediting the time-integration of Eq. (1). 
 

4. ISAT-DAC for highly efficient combustion simulations 
The method with combined ISAT and DAC approach, denoted as ISAT-DAC, for the reaction sub-step of a 
CFD simulation is shown in Fig. 8. The composition, � ≡ ��, ℎ�, �	, to be solved in CFD, with DNS, LES, or 
PDF methods, typically involve the full set of chemical species in a detailed chemical kinetic mechanism. 
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During the reaction sub-step with ISAT-DAC, the composition �(Δ�) is determined based on the starting 
composition �(0) at adiabatic and isobaric conditions. An ISAT table stores the pair of values of �(0) and �(Δ�) to be re-used in future integration steps. If needed, new table entries can be inserted in situ through the 
following procedure: 
• Given the initial composition	�(0), DRG reduction is performed to obtain a skeletal mechanism that is 

valid for the local thermochemical condition.  
• The simplified ODEs for the species retained in the skeletal mechanism are integrated for a time step, Δ�, 

to obtain the full composition, �(Δ�), in which the unimportant species are approximated to be frozen.  
• The (�f + 1) × (�f + 1) sensitivity matrix, defined as ���f = �y�f(Δ�)/�y�f(0), for the reduced system is 

obtained from the ODE solver, e.g. DDASAC [52].  In the present approach, the ISAT operations, such as 
“retrieve”, are performed based on the full composition. The required (�� + 1) × (�� + 1) full gradient 
matrix ��� = �y�(Δ�)/�y�(0) is obtained based on "f by neglecting the sensitivities of the retained 
species with respect to the unimportant species and including the columns of the (�� + 1) × (�� + 1) 
identity matrix corresponding to the unimportant species index. 

It is found in numerical tests that the above procedure incurs significant errors when retrieving from the table 
due to the inaccuracy in the sensitivity matrices since the sensitivities of the retained species with respect to 
the unimportant species are not taken into account. Due to this observation, the above process is revised so 
that only until the table is full, DAC is invoked to expedite the ODE integrations. That is the full mechanism 
is used when building up the table and no approximations of the sensitivities are made. 

  
Figure 8. Schematic of ISAT-DAC employed in the reaction sub-step. 

 

The ISAT-DAC method inherited the advantages from both ISAT and DAC to efficiently solve 
combustion problems with complex chemistry: The number of expensive direct ODE integrations is reduced 
by tabulating and reusing the solutions, and the required direct integrations after the table is full are expedited 
by the local DRG reduction. Similar to ISAT, the table in ISAT-DAC is built up in situ as the simulation 
being performed. In the present implementation of ISAT-DAC, both the storage requirement for ISAT and the 
retrieval time scale with (�� + 1)h, since “retrieve” and “add” are performed in the full composition space. 

Figure 9 shows the incurred errors in temperature and concentrations of CO and NO as functions of 
the ISAT error tolerance for the non-premixed PaSR calculated with USC-Mech II. In the ISAT-DAC 
approach, the reduction threshold is set to be &]*^ = 0.01. It is seen that the ISAT error tolerance effectively 
controls the percentage errors incurred with the ISAT-DAC method in predicted temperature and species 
concentrations for the given reduction threshold value. With	&()*+ = 2 × 107w, the incurred relative errors by 
ISAT-DAC are less than 0.05% in temperature, 0.9% in CO, and 10% in NO, which are comparable to those 
using DAC alone with &]*^ = 0.01.  Figure 10 illustrates the relative performance of the stand-alone ISAT 
and the ISAT-DAC methods. As shown, for the same speedup factor, the ISAT-DAC method achieves better 
accuracy in temperature and NO concentration than that of the stand-alone ISAT method. For instance, with a 
speedup factor of two, the stand-alone ISAT incurs about 20% error in NO concentration whereas ISAT-DAC 
incurs only about 9% error.  
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Figure 9. The incurred errors in temperature and concentrations of CO and NO as functions of the ISAT error tolerance 
for the non-premixed PaSR with USC-Mech II. The reduction threshold is &]*^ = 0.01 in ISAT-DAC. The horizontal 
dash-dot lines represent the incurred errors from the stand-alone DAC method with &]*^ = 0.01. 

 
Figure 10. The incurred errors in a) temperature and b) NO concentration as functions of the speedup factor for the non-
premixed PaSR with USC-Mech II. The data points are obtained with &()*+=	2 × 107w, 5 × 107w,	1 × 107x,	1.5 ×107x	, respectively for both ISAT and ISAT-DAC. In ISAT-DAC, the reduction threshold is &]*^ = 0.01.  

 

To further quantify the computational efficiency, Table 3 summarizes the speedup factors achieved 
by ISAT and ISAT-DAC, respectively. As shown, with the same value of &()*+, ISAT-DAC (with &]*^ =0.01) is 30% more efficient than the stand-alone ISAT for the non-premixed PaSR with USC-Mech II.  

 

Table 3. The speedup factors (SF) achieved by in ISAT and ISAT-DAC for the non-premixed PaSR with 
USC-Mech II. The reduction threshold in ISAT-DAC is &]*^ = 0.01. &()*+ 2 × 107w 5 × 107w 1 × 107x 1.5 × 107x 

SFISAT 1.32 1.67 2.91 7.31 
SFISAT-DAC 1.88 2.25 3.86 9.50 

 

5. Conclusions 
The use of DAC and ISAT for efficient simulations with complex chemical kinetics was explored for PaSR 
for methane/air combustion and HCCI combustion for iso-octane/air. It was found that DAC expedites the 
reaction sub-step in the operator-splitting scheme through local skeletal reduction using the DRG method, 
whereas ISAT expedites the calculations by reducing the number of direct ODE integrations through 
tabulating and re-using the solutions. Neither of the methods requires pre-processing or pre-tabulation of 
sample compositions and can facilitate the use of detailed chemistry in CFD with effective error control. 
ISAT was found to be more efficient than DAC for simulations where compositions can be frequently 
retrieved from the table. A speedup factor of up to about 1000 in the reaction sub-step was achieved for a 
premixed PaSR with good accuracy in temperature and species concentrations. It is expected that ISAT is 
most effective for simulations of statistically steady state flames with moderate sized mechanisms that contain 
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less than about 50 species. In contrast, the performance of DAC is mostly independent of the nature of the 
combustion simulations, e.g., steady or unsteady; premixed or non-premixed. The efficiency of DAC 
increases with the mechanism size, as such DAC is particularly suitable for combustion simulations with large 
mechanisms. A speedup factor of about 30 was achieved for HCCI combustion of a lean iso-octane/air 
mixture with good agreements in the histories of temperature and species concentrations.  

An ISAT-DAC method that combines DAC and ISAT was developed for highly efficient CFD 
simulations with detailed chemistry. ISAT-DAC inherited the advantages in both ISAT and DAC to 
efficiently solve combustion problems with complex chemistry. The number of expensive direct ODE 
integrations is reduced by tabulating and re-using the solutions; and the necessary ODE integrations are 
expedited by the use of locally valid small skeletal mechanisms. It is demonstrated that the incurred errors in 
temperature and species concentrations are well controlled in ISAT-DAC. The use of DAC can improve the 
computational efficiency of ISAT by more than 30% as demonstrated in a non-premixed PaSR of 
methane/air. With the same level of computational efficiency, compared with stand-alone ISAT, ISAT-DAC 
significantly improved the accuracy in the predicted NO concentration. 
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