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Abstract
Detailed chemical kinetics is an integral compontemt predictive simulation of turbulent flames aisd
important for reliable prediction of flames and egibns. Major challenges of incorporation of detil
chemistry in flame simulations are induced by thigé number of chemical species and the wide rahge
timescales involved in detailed kinetics. In thisriy dynamic adaptive chemistry (DAC) and in sitlaptive
tabulation (ISAT) for efficient chemistry calculatis in calculating turbulent reactive flows withtalked
chemistry are studied in iso-octane/air homogen@bhasge compression ignition (HCCI) and methane/air
combustion in a partially-stirred reactor (PaSRheRistry calculations are accelerated by DAC via
expediting the integration of ordinary differenteduations (ODESs) governing chemical kinetics vdttal
skeletal mechanisms obtained on-the-fly using tinectéd relation graph (DRG) method, and by ISA& vi
reducing the number of ODE integrations throughul@iing and re-using the ODE solutions. It is shdinat,
in contrast to ISAT, the performance of DAC is nipstdependent of the nature of combustion simateg]
e.g., steady or unsteady, premixed or non-premiagabustion, and its efficiency increases with tize of
chemical kinetic mechanisms. DAC is particularlytabile for transient combustion simulations withgka
mechanisms containing hundreds of species or nsoid) as those for gasoline or diesel fuels. A sgeed
factor of about 30 is achieved for HCCI combustiéinso-octane/air with good agreements in the hissoof
temperature and species concentrations. In cont@&T performs better for simulations where chengis
calculations can be predominantly resolved by eetng from the ISAT table, i.e., re-using the ODE
solutions. It is shown that ISAT achieves speeduolrs of about 100 with only about 10%, 0.1% afd %
incurred errors in NO, CO, and temperature, resgygt for the premixed methane/air PaSR simulaion
Moreover, a combined DAC and ISAT approach, nan@lT-DAC, has been developed and demonstrated
in this study to accelerate chemistry evaluatibis $hown that the incurred errors in temperatung species
concentrations in ISAT-DAC are well controlled, aih@an significantly enhance the performance &TS
when the fraction of direct ODE integration is sfgpant, via accelerating the ODE integrations b&@

1. Introduction

Detailed chemical kinetics is an integral componfentpredictive simulations of turbulent flames aisd
important for reliable prediction of flames and esins. Major challenges to incorporate detailezhdhtry
in flame simulations are induced by the large numdfechemical species and the wide range of tinlesca
involved in detailed kinetics [1]. In this studyewonsider a reacting gas-phase mixture consistiny
chemical species, composednpfelements. The thermo-chemical state of the mixatir@ given location and
time is determined by the pressymethe mixture sensible enthalpy, and thens-sized vectory of species
mass fractions. The governing equations of an irdgeneous reactive flow can be efficiently solved by
numerical schemes based on operator-splitting, twhjiit the governing equation into sub-equatioriih w
each usually capturing only a portion of the souerms on the RHS of the governing equations. ittex
equations are time-integrated separately and assdritbthe end to approximate the full equationgath
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time step [2-10]. With chemical reactions beingasaped into a single (adiabatic and isobaric) feact
fractional step, the compositio® = {Y, h,,p} of each computational cell/particle during this -stép
evolves according to a set of nonlinear stiff oadindifferential equations (ODES) resulting fronenotical

kinetics,
do

— =5(?), )
dt

where S is the rate of change due to chemical reactioe fhsk in this reaction fractional step is to

determine the thermo-chemical composition due ®nibal reactions over a time stAp. The time step,

typically determined by the flow field, may be ctar¢ in space and time, or a variable with a typiaage

spanning several orders of magnitude.

With detailed chemical kinetics, the major compotal challenge is the time-intensive nature of
solving Eq. (1). A realistic description of combkiostchemistry for hydrocarbon fuels typically invek tens
to thousands of chemical species, and the timescale range from sub-nanoseconds to seconds [ffjeln
past decade, significant progress has been madetmodologies and algorithms to reduce the comiputt
cost imposed by the use of detailed chemistry iactree flow simulations, and the frequently used
approaches include: the development of skeletalhar@sms from large detailed mechanisms by the
elimination of inconsequential species and reastidri-18]; dimension-reduction techniques [19-28jd
storage/retrieval methodologies [30-35] such assitu adaptive tabulation (ISAT) [33, 34]; cell
agglomeration methods such as multi-zone model886and dynamic adaptive chemistry (DAC) [14, 39-
42].

The ISAT algorithm [33, 34] is currently particularfruitful. When ISAT is employed to speedup
chemistry calculations in computational fluid dynesn(CFD), which can be direct humerical simulagion
(DNS), large eddy simulations (LES) or a probapitiensity function (PDF) method, the task perforrbgd
ISAT in the reaction fractional step is to deterenthe thermochemical compositions after a computati
time step (either variable or constant) due to dbahmeactions. In the context of PDF methods [48jere
the system within the solution domain is represiig a large number of computational particles, tesk
for ISAT in the reaction step is to determine tlagtisle compositions after a time step. By tabulgtiiseful
information in binary trees, i.e. the ISAT tablasd reusing it, ISAT can substantially reduce thmiber of
direct chemical kinetic integrations and signifidarspeedup the chemistry calculations.

The computational efficiency of the ISAT algorithenhigher when the tabulated information can be
re-used more frequently. For instance, speedumraaf 100~1000 can be achieved using ISAT for
statistically stationary reactive flows [33]. Theerfprmance if ISAT deteriorates when the accessed
composition space keeps on changing such that réwapulated entries can rarely be re-used, elgenw
simulating the transient auto-ignition processesampression ignition engines. In this study, wplese the
possibility to accelerate chemistry calculationngsiSAT combined with dynamic adaptive chemistry
(DAC).

The DAC approach [14, 39-42] has been developeddoce computational costs through the use of
locally (spatially and temporally) valid skeletakahanisms. DAC involving on-the-fly chemical medisem
reduction for accelerating chemistry calculatioas been demonstrated in internal combustion engite)
simulations [14, 39-41]. In a recent turbulent te&cflow simulation [42], DAC is achieved throughe
directed relation graph (DRG) method [11, 12], whisas invoked for each CFD cell to obtain a small
skeletal mechanism that is valid for the local thechemical condition. By doing so, only a small sthof
species and reactions in the full mechanism weggned to capture the dominant reaction pathwaysdch
local condition. Consequently, the ODE system goigr chemical kinetics during the reaction fractibn
step is reduced in size due to the eliminated uaitapt species.

In the present study, we first investigate thethataperformance of DAC and ISAT in simulating
both premixed and non-premixed methane/air cominusin a partially-stirred reactor (PaSR) and in
simulating a homogeneous charge compression ignil&Cl) combustion of iso-octane/air mixtures. ithe
the methodology and test results, including theiucédn in simulation time and the loss in accurdoy,the
combined use of DAC and ISAT for efficient chemjstalculations are reported. As an outline of thpqg,
the ISAT algorithm and the DAC approach will beiesved in Section 2. Their relative performances in



PaSR and HCCI are studied in Section 3. The integraf DAC and ISAT is formulated and investigatad
Section 4. Conclusions are presented in Section 5.

2. Methods

2.10verview of the | SAT algorithm

The purpose of ISAT is to tabulate a functigx), wherex andf are of dimensions, andry, respectively.
Given a query withx? as input, ISAT return§(x% as an approximation td(x") if possible. An essential
aspect of ISAT is that the table is built-unsitu, or at runtime, as the simulation is being perfedpmot in a
pre-processing stage. The table is empty at thnbieg of the simulation. Table entries, also reddrto as
leaves, are added as needed based on the quetiegenerated by the simulation. As such, only the
compositions accessed during the simulation nedx tiabulated. The tabulated information onnhb leaf
includes its locatiors™, the function value™=f(x™), and then; x n, Jacobian matrixA”, defined agl;; =
df;/0x;The A matrix is used to construct the linear approxioragmployed in ISAT. Given a queny’, the
linear approximation t&(x% on then-th leaf is

fim =+ A (T -2, @
and the error in this approximation is
eM(x?) = ||F(xD — f(xD)|. 3)

It is assumed that and x are normalized, such that the two-norm is an gpate measurement of the

approximation error. Given a small error toleranggy , ISAT returns an approximation () with errors,

&, which are (with reasonable probability) less thgnr. An important concept related to the approximation

above is the region of accuracy (ROA) of a leae ROA of then-th leaf is defined as a domain that contains

x®, at each point within which the erref¥ (x) in the linear approximation is less than the Hjgeterror
toleranceg;sar. In ISAT, the ROA is approximated by an ellipsaidmely the ellipsoid of accuracy (EOA).

The EOA is initialized conservatively and may gras additional information becomes available. Nbgg

both the ISAT storage requirement and the retrigradscale witm?, withn, ~ ng.

ISAT has been widely used to efficiently incorperateduced or detailed chemical kinetic
mechanisms in CFD calculations of turbulent reacflows [43-45]. In these applicationsconsists of the
thermochemical state of a computational particleatehe beginning of the reaction time step ofadionAt,
and f represents the composition at the end of the natiegn step at adiabatic and isobaric condition.
Evaluatingf(x) involves integrating the set of stiff ODEs in Eqg. (1) for a timAt. The basic operations
performed by ISAT on a query?, are summarized in the following:

1. Retrieval: If the query point falls within the gfioid of accuracy (EOA) of, the linear approximation to
f(x% based on that leaf is returned. This operatiateisoted as a “retrieve”.

2. Growth: If a retrieval attempt failed(x”) is directly evaluated and returned. Some leal@sedox? are
selected for growth attempts. For each of thesctsl leaves, the err@in the linear approximation to
f(x% is evaluated, and if it is less thag,r, the leaf's EOA is grown to covef. If at least one growth
attempt is successful, this operation is calledraw”.

3. Addition: If none of the leaves close x6 can be grown to achieve an error smaller thag, and the
table is not full, i.e., the ISAT table has notdleed the allowed memory limit, a new leaf assodiatéh
xis added to the ISAT table. This operation isezhtn “add”.

4. Discarded evaluation: If an “add” attempt cannotdoenpleted because the ISAT table is fiifk®)
obtained by the function evaluation is returnechuiit further action. (Hence the function evaluatiais
no effect on the ISAT table.) This operation idexhla “discard”.

Note that one event of grow, add, or discardeduatiain involves one and only one ODE integration.
The average CPU time to perform an ODE integratiemoted ag, is typically several orders of magnitude
larger than the average CPU time to perform ai&red¥, denoted ass. ISAT speeds up the chemistry
calculations by obtaining the reaction mapping gishetrieve” whenever possible. Its performanceeaials
on the fraction of function evaluatigm in a simulation, which is defined to be the sunthef probabilities of
“grow”, “add”, and “discard”. In a simulation, tHeactions of different events depend on the allowadhber



of table entries, the number of queries perfornaed, the nature of the simulation. Wikbeing the fraction
of “retrieve”, the average CPU time for a quegy,to a good approximation, is

to = trpr + tppp = tr(1 — pF) + tppF, 4)
and the speedup factor in chemistry calculation is
= = e (5)

T to  pr+(1-pptr/tp’
With ISAT, the ideal speedup factorys= t;/tg, that occurs whepg approaches zero, i.e., almost all the
compositions can be resolved by “retrieve”. In cast, the ISAT performance deteriorates for sinioest
wherepg approaches unity.

2.20verview of dynamic adaptive chemistry
Dynamic chemistry adaption (DAC) can be achievewuph the DRG-based methods [11-14], which is
invoked for each CFD cell/particle to obtain a dnslteletal mechanism that is valid for the local
thermochemical condition. More specifically, givarspecific thermochemical state= {Y, h,,p}, DRG is
invoked to eliminate the unimportant species angl ithvolved reactions in the mechanism that have
negligible effects on the retained species. Théhateof DRG is based on the observation that maegiep
are only weakly coupled during combustion processgsh that the species that do not significarffigcathe
reaction rates of the major species can be elimihfkom the mechanism. The first step in DRG iguantify
species coupling by the pair-wise erngg, induced to a specidsby the elimination of another specig$or
a given thermochemical state [46]:
— [Va; wiSgil Sor = {1, if the ith reaction involves B 6)
AB = max;|vaiwil Bt 7 10, otherwise ’
wherew;is the net reaction rate of th¢h reaction ana, ; is the stoichiometric coefficient of speciesn the
i-th reaction. It is seen that the denominator in @.indicates the maximum flux contribution foreth
creation and consumption of specfgswhile the numerator indicates the maximum fluxAothat involves
speciedB. Therefore, a smalhg indicates thaB is not important for the reaction rate of spedie®therwise
B is important toA and should be retained in the skeletal mechanistni$ retained. Once the pair-wise
species reduction errors are quantified, the spatgpendence defined based on Eq. (6) can thexpbessed
in the following graph notation
A - B if ryg > €pac, (7)
i.e., there is a directed edge from spede® B if and only ifrag is larger than a pre-specified reduction
thresholdsp 4. The vertices in the DRG are the species in thaildd mechanism, and the adjacency matrix,
E, of the digraph can be constructed as:
1,if r;; > ¢
[z ©
) ij = ¢DAC

In addition to the reduction threshold, the DRG et requires as input one or more species (e.g.,
major species, important radicals and/or otherispeaf interest) as the search-initiating, or sigrspecies
(together with matriE) to determine the important species to be retaiméke skeletal mechanism. Starting
from these species of interest, the Depth-First®etDFS) algorithm can be employed to identify thi
species that are strongly coupled to the startperies. DRG is a linear time reduction algorithna dias
been employed to obtain skeletal mechanisms fdaowsardetailed mechanisms. In previous studies 394,
42], the starting species are manually specifiegl, te include the fuel components together @, H and
NO [42]. In this study, with a given local compasiti theM-1 most abundant species (in mass) together
with speciesH are chosen to be théd search-initiating species, whelkk is a user-specified small integer.
This automatic procedure works well for differen¢ls as demonstrated in the following tests.

In CFD calculations of reactive flows with DAC, tHell set of chemical species in a detailed
chemical kinetic mechanism are transported in theeming equations. At the beginning of each reacti
fractional step, DRG is invoked for each CFD califirle to obtain a small skeletal mechanism thatailid
for the local thermochemical condition based onrexgpecified reduction error threshold. The ODEs in
Eqg. (1) for the unimportant species are simplifigdapproximating these species to be chemicallgeino
during the integration time step, i.e. a reactioaxcluded from the local skeletal mechanismiifvblves any



unimportant species as reactants or products. thatethe eliminated species may still act as tbodies.
Next, the simplified ODEs are integrated for a tigsctime step to obtain the composition after rbaction
fractional step. The computation time saving byngdDAC is achieved by solving only the non-triviaDESs
in Eg. (1) during the reaction fractional steps.

3. Results and discussions

Since neither ISAT nor DAC requires pre-processingre-tabulation of sample compositions, both mesh
are particularly suitable for flame simulations which a wide range of thermochemical conditions are
involved. Furthermore, both methods have been ssbtdéy demonstrated to speedup chemistry calaulati

in combustion applications. In the present studhg telative performance of DAC and ISAT is further
investigated and compared in PaSR and HCCI enginelaions to characterize the dependence of their
performances on the natures of different combustiomlations, e.g., at steady or unsteady, premixatn-
premixed conditions. Simulations are performed \aitkd without DAC and/or ISAT to quantify and compar
the incurred errors in temperature and speciesetarations, primarilyCO and NO, which are important
intermediate species for fuel oxidation and emissid’he time savings achieved with DAC and ISAT are
also reported.

3.1 Test case: PaSR
To demonstrate the feasibility and efficiency of ©And ISAT for turbulent combustion simulationsSRa
calculations were performed for both premixed and-premixed combustion of methane/air with the 53-
species GRI-Mech 3.0 [47] and 129-species USC-Miewfith updated NOx pathways [48, 49], respectively
A PaSR is similar to an individual grid cell in ®P simulation of a turbulent reacting flow [43].sA0chastic
PaSR simulation involvely, particles at any time, with At being the specified integration time step. At each
discrete temporal locatiokAt, wherek is an integer, the particle compositions changeatisnuously
corresponding to inflow and outflow. Between thdsserete temporal points, the particle compositicas
be changed by mixing and chemical reactions, whieh solved using the operator-splitting scheme. The
particles are arranged in pairs: particles 1 ar@lapd 4,..., N — 1 and N are partners. The mixiagtfonal
step for each pair of particles, gapndq, is governed by
{dd)(p)/dt =—(®P) —pD)/7, ;. ©)
de@D /dt = — (@D — P /7, .
wherer,,,;,iSs a specified mixing timescale for the pair-wis&ing process. In the reaction fractional step,
each particle evolves independently as describeBdy(1). Witht,,.; being the specified residence time,

outflow and inflow consist of seIectinéquAt/rTes pairs at random and replacing their compositioite w
inflow compositions, which are drawn from a spedfidistribution. Withr,,,;- being the specified pairing
timescale,%NpAt/rpair pairs of particles (other than the inflowing pelgs) are randomly selected for

pairing. Then these particles and the inflowingtipkas are randomly shuffled so that (most likellgey
change partners.

For the premixed cases, the PaSR involves twoviirfip streams: a stoichiometric premixed stream
of fresh fuel/air mixture at 66Q and a pilot stream consisting of the adiabatugildmium products of the
stoichiometric fuel/air mixture at an initial termrp&ure of 60&. The mass flow rates of the fresh and pilot
streams are in the ratio of 0.95:0.05. For the m@mixed cases, the PaSR involves three inflowirepms:

a stream of purduel at 30K, a stream of air at 360 and a pilot stream consisting of the adiabatic
equilibrium products of the stoichiometric fuel/aiixture at an initial temperature of 300K. The méew
rates of these three streams are in the ratio0O&@.85:0.10. For both the premixed and non-prethizases,
all the initial particle compositions at= 0 are set to be those of the corresponding-pitems. Pressure is
atmospheric for all the PaSR simulations. Otherortgmt parameters involved in the PaSR simulatames
listed in Table 1, including residence timg,,, mixing timescalet;,, pairing timescaler,,;,, time step,
At, and number of particlebl,. These PaSR parameters are chosen to producelaajuye of temperature
and species compositions to effectively mimic ngnigbrium combustion processes with strong turhtile
chemistry interactions. In particular, as the resik time decreases and approaches the blow-aytiBAT



and DAC will be assessed over the dramatically imgrgomposition space at near-limit conditions. thig
PaSRs are simulated for time duration of,1Qto reach statistically stationary. The maximum sfd¢he
ISAT tables is set to be 500MB for all the PaSRuations.

Table 1: The PaSR parameters used for the tet t@smethane/air.

Paramete Tres Trnix Tpair Np At
Non-premixec 15m¢ Ims Ims 100( 0.1m:
Premixel 5ms ims Ims 100( 0.1m:

Figure 1 shows the evolution of the mean tempegaandNO mass fractions in the premixed PaSR
with the 129-species USC-Mech II. As indicated bg variations in temperature and NO concentration,
wide range of non-equilibrium conditions in the gmmsition space was involved in this test case. arher
threshold for the simulations with DAC dg,. = 0.01, and that with ISAT isg;gar = 5 X 107°. It is seen
that the mean temperature profiles with DAC or I1S&dsely follow that without DAC or ISAT with no
visible differences, while minor discrepancies present in the mean NO concentration profiles. owed
agreements with the exact description can be aetisvith reducedey . for DAC and reduced,;s,; for
ISAT since both ISAT and DAC have effective accyraontrol in temperature and species concentrations
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Figure 1. The evolution of the mean temperaturegit) mean NO mass fraction in the PaSR for the iggghtase with

the 129-species USC-Mech IlI.

To further quantify the accuracy, we measured tremammrelative percentage errors incurred in
temperature and species concentrations (CO ancoM)the entire simulation. The relative percentger
is defined as

ID E
£y = |:’;,D+IE| x 100, (10)
where is a quantity of interest, e.g., temperature opecies concentration;’is the predicted value with
ISAT or DAC, andyfis the exact solution without the ISAT or DAC.

Figure 2 compares the relative errors of ISAT dpdC in temperature andCO and NO
concentrations as functions of the speedup factoDAC and ISAT for the premixed case. The speedup
factor is computed based on the entire simulatioe,trather than the CPU time for chemistry intégra
The ratio of the CPU time spent on the physicalcgsses not including chemical reactions (e.g.,
inflow/outflow and the mixing process) and that @remistry calculations without acceleration stregeds
1:380 using USC-Mech Il and 1:120 using GRI-Medb. 31 the simulations with ISAT, more than 98% of
the particle compositions are resolved by retrigfiom the ISAT table, and thus high speedup facteere
achieved as shown in Fig. 2, where the data pdotated in the lower-right corner indicate higher
efficiencies with smaller errors. It is further ebged in Fig. 2 that
* When almost all the compositions can be resolvetetievals, ISAT is much more efficient than DAC.

It is seen in Fig. 2 that ISAT achieves speedupofacof about 100 with only about 10%, 0.1% and
0.01% incurred errors iNO, CO, and temperature, respectively. In contrast, \lig same levels of



incurred errors, the speedup factors achieved b 2fe less than 10 even with the 129-species USC-
Mech II.

» The speedup factor achieved by DAC significanthréases with the mechanism size, i.e., the nunfber o
species, whereas that of ISAT is mostly insensitivihe mechanism size. For instance, DAC achieved
speedup factor of about 8 with about 10%, 0.3% &08% incurred errors iINO, CO, and temperature,
respectively, using USC-Mech Il, while only a spgedactor of about 2 was achieved using GRI-Mech
3.0 at the same levels of incurred errors. Thiseisause the 129-species USC-Mech Il has a largen ro
for reduction compared to the 53-species GRI-Me€h Since the latter is rather compact for methane
oxidation. This point is confirmed in Fig. 3, whishows the mean fraction of retained spenigs and
reactiongr,, by DRG withep s = 0.1. It is seen that reductions by factors of abodt&,md 90% were
achieved in the number of species and reactiospeatively, using USC-Mech IlI, while only factors o
about 65% and 75% were achieved using GRI-Mech 3.0.
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| —@—ecoISAT
—@— £\ ISAT
—@-—¢,.DAC
1 -@—£.oDAC
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1 ‘2 ‘3
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Figure 2. The incurred relative percentage errarsemperature (black symbols), CO (blue symbols) B®O (red
symbols) as functions of the speedup factor for D@ ISAT for the premixed PaSR. Closed symbolth @RI-

Mech 3.0; Open symbols: with USC-Mech II. The sytslaye obtained with different valuesgf. or ;7.

In the present study, during the numerical intégnabf the ODEs Eg. (1), Jacobian of the reaction
source term is evaluated through the time consumimgerical perturbations along the reaction trajgctAs
such, the computational cost in ODE integratioagproximately proportional tn. Since both the retrieval
time tz and the ODE integration timig scale with g, as indicated by Eq. (5), the performance of ISAT
consequently does not depend on the size of mexthafwhen the fraction of ODE integration remains
unchanged).
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Figure 3. The mean fraction of retained specigs, and reactiongy,x, by DRG withep,c = 0.1for the premixed PaSR.

To further show the performance of DAC and ISAT man-premixed combustion, Fig. 4(a) shows
the evolution of the mean temperature for the n@mixed PaSR with the 129-species USC-Mech Il. The



error tolerances were set to bg,r = 2 x 107%and ep,c = 0.01 for ISAT and DAC, respectively. As
indicated by the larger-than-600K variations in thean temperature, a wide range of compositions are
present in this test case. It is seen that theispkiwith either ISAT or DAC are accurate companéith the
exact solution for this rather challenging cased #éimere are almost no noticeable errors in the mean
temperature profiles. Figures 4(b) and (c) showeti@utions of the mean concentrationsC@ andNO. For

the simulation with ISAT, while the errors are shialtemperature an@O concentration, larger errors were
observed for the meddO concentration, showing that the level of incureebr can depend on the quantity
of interest.
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Figure 4. The evolution dPthe mean temperature (KY, meanCO mass fraction, an® meanNO mass fraction in the
non-premixed PaSR with the 129-species USC-Mech II.

It is noted that this non-premixed PaSR is computatly more challenging for ISAT than the
premixed case, as indicated by the fractions dfigee” shown in Table 2. For instance, the retulenate is
only 38% for the non-premixed case, while it is entiran 98% for the premixed case wijthy = 2 X 1075,
Consequently, the speedup factors achieved fondinepremixed PaSR are less than 3 as shown in5Fig.
which are significantly smaller than those in tmerpixed cases due to the increased computational ftor
direct chemistry integrations. Figure 5 furtherwhdhat comparable computational efficiency werldeed
for the non-premixed PaSR using ISAT and DAC, retipely. More interestingly, to achieve the same
speedup factor, ISAT incurs smaller errors in terapge andCO concentration and larger errors NO
concentration than those by DAC. For instance, wiipeedup factor of 3, ISAT incurs about 25%, 09
0.1% incurred errors iNO, CO, and temperature, respectively, while those by DA€ approximately 9%,
9% and 0.3%, respectively.

Table 2: The fraction of “retrieve” for the non-prxed PaSR with USC-Mech Il.

E1sAT

1x107*

5x107°

2%x107°

Pr

75%

55%

38%
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Figure 5. Incurred errors in temperatu@€) andNO concentrations as functions of the speedup fdotosimulations
with DAC or ISAT for the non-premixed PaSR with US4&ch Il. The results using DAC were obtained with
epac=0.01, 0.1, 0.2 respectively, and those with ISA&revobtained withe;s,r =2 x 1075, 5x 107°,1 x 107%,
respectively.

3.2Test case: HCCI

In HCCI combustion [50] premixed charges of fuelaixtures are compressed until auto-ignition oscur
HCCI combustion has received substantial researtdreist due to its potential benefits of high therm
efficiency and low engine-oltiOx and soot emissions, due to the overall low flaemaperatures resulting
from the lean combustion of nearly homogeneougdireiixtures. These benefits make HCCI engine an
attractive alternative for the conventional intérc@mbustion engines.

In the present study, an HCCI combustion test s@ghed to illustrate the performance of DAC for
transient compression ignition processes invohdamplex fuel chemistry of the iso-octane/air migtuvith
equivalence ratio of 0.2. The initial temperatisreet to be 850K at 30 crank-angle-degree (CAB)rbethe
top dead center (TDC), and the initial pressurE3i§ atm. The fuel chemistry is described by ang¥ecies
iso-octane detailed mechanism [51]. The cylinddum@ evolves with time and temperature peaks diose
TDC. The engine speed is 1000 rpm. The governingtgans are solved by an operator-splitting scheme,
which separates the time-integration of the congioegexpansion process and chemical reactionstivio
sub-steps. The reaction sub-step is taken to lmaiigo After the reaction sub-step, pressure iastdfl such
that the system contains the same amount of mateiabefore the reaction sub-step. The integraimoe
step size is fixed att = 1 x 107 °s.
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Figure 6. Temperature and concentrations of isaractand CO as functions of CAD calculated withedéht reduction
threshold values for the HCCI combustion of thedstane/air mixture with an equivalence ratio &.0.

Figure 6 compares the profiles of temperature gediss concentration histories calculated with and
without DAC. Different reduction threshold valuesne used to investigate the error control of DAGe T
mixture ignites at around 8 CAD before TDC. It ees that the results calculated with DAC appro&eh t
exact solution, i.e. the full description withouAD, as the reduction thresholg,,., decreases, implying
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that DAC has an effective accuracy control for H@CI simulation. The difference in the ignition pyi
which is taken to be the crank angle where temperateaches 1100K, between the solutions with and
without DAC is less than 0.2 CAD faf,,- = 0.1 and 1 CAD forep, = 0.2 respectively. At the same
time, DAC resulted in significant reduction in tlsenulation time. Speedup factors of 18 and 32 were
achieved withep 4 = 0.1 andep 4 = 0.2, respectively.

Figure 7 further shows the fraction of speciesimeth by DRG as a function of CAD in the HCCI
simulation. It is seen that the extent of reductichieved by DRG strongly depends on the combustites.
During the compression and ignition stage (befgereximately 715 CAD), where the radicals prolitera
and ignition consequently occurs, the fraction ethined species is approximately 10% and 15% fer th
simulations withep 4 = 0.2 andep 4 = 0.1, respectively. After 725 CAD, where the mixtureslignited and
mostly reached chemical equilibrium, the fractidingportant species retained reduces to about T.02t is,
only about 20 species are important at the latgestd expansion. It is further observed that tlaetfon of
retained species fluctuates slightly at the latgyestof expansion. This is because the mixture ceitipo
used for DRG reduction may deviate from the intdiew-dimension manifold of the reactive systenttie
compression/expansion stage, such that some uniamp@pecies may be reactivated. Furthermore,eat th
near-equilibrium stage, exhausted chemical reagtinay also be reactivated by the numerical erroithe
operator-splitting scheme.
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Figure 7. The mean fraction of species retaine@R, rrg., as a function of CAD for the HCCI combustion loé tiso-
octane/air mixture with an equivalence ratio of.0.2

It is further noted that for this HCCI test cas®AT resulted in little reduction in computation@hé
since the thermo-chemical states of the system &aegvolving in the composition space such thatahée
entries can rarely be re-used.

3.3Discussions

As demonstrated above, both ISAT and DAC can aehsignificant computational time savings in chergist
calculations with effective error control. The perhance of DAC is almost independent of the natfre
combustion systems, e.g., both premixed and nomigesl, and its computational efficiency increaséth w
the mechanism size. Therefore, DAC is particuladigable for simulations of transient combustioogasses
with large mechanisms, particularly those for grattengine fuels that may involve hundreds of sgeor
more. In contrast, ISAT performs better for statadty stationary flames, where the compositions ba
frequently retrieved from the ISAT table. Since terage requirement and the retrieval time in |S&ale
with ng2, ISAT is most effective for moderate sized mechkans, e.g., those with less than about 50 species.
The performance of ISAT deteriorates when the ttbdl reaction states can rarely be retrieved, ie.g.
transient combustion simulations. In the followingAC will be combined with ISAT for improved
performance through expediting the time-integratib&q. (1).

4. 1SAT-DAC for highly efficient combustion simulations

The method with combined ISAT and DAC approach,otleth as ISAT-DAC, for the reaction sub-step of a
CFD simulation is shown in Fig. 8. The compositign= {Y, hg, p}, to be solved in CFD, with DNS, LES, or
PDF methods, typically involve the full set of chieah species in a detailed chemical kinetic mectani
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During the reaction sub-step with ISAT-DAC, the gqmsition @(At) is determined based on the starting
composition@(0) at adiabatic and isobaric conditions. An ISAT tablerss the pair of values @ (0) and
@(At) to be re-used in future integration steps. If ndedew table entries can be inseriteditu through the
following procedure:

» Given the initial compositio@(0), DRG reduction is performed to obtain a skeletathanism that is
valid for the local thermochemical condition.

» The simplified ODEs for the species retained ingkeletal mechanism are integrated for a time étgp,
to obtain the full compositior®(At), in which the unimportant species are approximatdae frozen.

« The(n, +1) x (n, + 1) sensitivity matrix, defined a4;; = d¢; (At)/d¢;] (0), for the reduced system is
obtained from the ODE solver, e.g. DDASAC [52].tthe present approach, the ISAT operations, such as
“retrieve”, are performed based on the full compiosi The requiredng + 1) x (ng; + 1) full gradient
matrix A;; = d¢;(At)/d¢;(0) is obtained based aA” by neglecting the sensitivities of the retained
species with respect to the unimportant speciesigeidding the columns of théng + 1) X (ng + 1)
identity matrix corresponding to the unimportargaps index.

It is found in numerical tests that the above pdoce incurs significant errors when retrieving frtme table

due to the inaccuracy in the sensitivity matriceses the sensitivities of the retained species wépect to

the unimportant species are not taken into accdun. to this observation, the above process iseevso
that only until the table is full, DAC is invoked expedite the ODE integrations. That is the fulicimanism

is used when building up the table and no approt@ma of the sensitivities are made.

CFD ISAT
DNS/LES/PDF Table
dx,t) {9 (0), $(AL) }
i oti At
Reacmot; [Emumnal $(At) Retrieve | Add
P ot +40)

Mmo ‘

Skeletal
| DRG Mechanism Og)]f Integrator
I 9 s
Detailed Chemical
Mechanism

Figure 8. Schematic of ISAT-DAC employed in theat&n sub-step.

The ISAT-DAC method inherited the advantages fromthbISAT and DAC to efficiently solve
combustion problems with complex chemistry: The hanmof expensive direct ODE integrations is reduced
by tabulating and reusing the solutions, and thyeired direct integrations after the table is ar¢ expedited
by the local DRG reduction. Similar to ISAT, thél@in ISAT-DAC is built upin situ as the simulation
being performed. In the present implementatiorS#T-DAC, both the storage requirement for ISAT dmel
retrieval time scale witkn, + 1)2, since “retrieve” and “add” are performed in thkt Eomposition space.

Figure 9 shows the incurred errors in temperatace@ncentrations O andNO as functions of
the ISAT error tolerance for the non-premixed Pa&Rulated with USC-Mech Il. In the ISAT-DAC
approach, the reduction threshold is set tape = 0.01. It is seen that the ISAT error tolerance effeslijv
controls the percentage errors incurred with th&TEDAC method in predicted temperature and species
concentrations for the given reduction thresholdeaWithe;q,r = 2 X 1075, the incurred relative errors by
ISAT-DAC are less than 0.05% in temperature, 0.8%@, and 10% irNO, which are comparable to those
using DAC alone witlep 4 = 0.01. Figure 10 illustrates the relative performant¢he stand-alone ISAT
and the ISAT-DAC methods. As shown, for the sameedpp factor, the ISAT-DAC method achieves better
accuracy in temperature ah® concentration than that of the stand-alone ISATho@d For instance, with a
speedup factor of two, the stand-alone ISAT inalrsut 20% error iNO concentration whereas ISAT-DAC
incurs only about 9% error.
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Figure 9. The incurred errors in temperature amtentrations of£O andNO as functions of the ISAT error tolerance

for the non-premixed PaSR with USC-Mech Il. Theuaibn threshold i€, ,. = 0.01 in ISAT-DAC. The horizontal

dash-dot lines represent the incurred errors ftogrstand-alone DAC method wigh,. = 0.01.
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Figure 10. The incurred errors thtemperature anl NO concentration as functions of the speedup facotte non-
premixed PaSR with USC-Mech Il. The data points @éained withe;g,r=2 X 1075, 5x 107%,1 x 107%, 1.5 X
10~*, respectively for both ISAT and ISAT-DAC. In ISADAC, the reduction threshold &g, = 0.01.

To further quantify the computational efficiencyabile 3 summarizes the speedup factors achieved
by ISAT and ISAT-DAC, respectively. As shown, witlie same value ofig47, ISAT-DAC (with epyc =
0.01) is 30% more efficient than the stand-alone ISATthe non-premixed PaSR with USC-Mech Il

Table 3. The speedup factors (SF) achieved byAT I&hd ISAT-DAC for the non-premixed PaSR with
USC-Mech Il. The reduction threshold in ISAT-DACsjg, = 0.01.

E15AT 2x 1075 5x 107> 1x107* 1.5 x 1074
SFisat 1.32 1.67 2.91 7.31
SFisaT-pac 1.8¢ 2.2¢ 3.8¢ 9.5(

5. Conclusions

The use of DAC and ISAT for efficient simulationgtiwcomplex chemical kinetics was explored for PaSR
for methane/air combustion and HCCI combustionig$oroctane/air. It was found that DAC expedites the
reaction sub-step in the operator-splitting schelneugh local skeletal reduction using the DRG rodth
whereas ISAT expedites the calculations by redudhey number of direct ODE integrations through
tabulating and re-using the solutions. Neither i thethods requires pre-processing or pre-tabnlatfo
sample compositions and can facilitate the useetdileéd chemistry in CFD with effective error canttr
ISAT was found to be more efficient than DAC fomsiations where compositions can be frequently
retrieved from the table. A speedup factor of umbout 1000 in the reaction sub-step was achieoead f
premixed PaSR with good accuracy in temperaturespedies concentrations. It is expected that ISAT i
most effective for simulations of statistically atly state flames with moderate sized mechanisngdndain
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less than about 50 species. In contrast, the peaioce of DAC is mostly independent of the naturé¢hef
combustion simulations, e.g., steady or unsteadgmixed or non-premixed. The efficiency of DAC
increases with the mechanism size, as such DA@rtgplarly suitable for combustion simulationswiarge
mechanisms. A speedup factor of about 30 was astiiéer HCCI combustion of a lean iso-octane/air
mixture with good agreements in the histories ofgerature and species concentrations.

An ISAT-DAC method that combines DAC and ISAT wasveloped for highly efficient CFD
simulations with detailed chemistry. ISAT-DAC inited the advantages in both ISAT and DAC to
efficiently solve combustion problems with complekemistry. The number of expensive direct ODE
integrations is reduced by tabulating and re-ushmg solutions; and the necessary ODE integratiosas a
expedited by the use of locally valid small skdletachanisms. It is demonstrated that the incuereokrs in
temperature and species concentrations are weltatied in ISAT-DAC. The use of DAC can improve the
computational efficiency of ISAT by more than 30% demonstrated in a non-premixed PaSR of
methane/air. With the same level of computatiofiidiency, compared with stand-alone ISAT, ISAT-DAC
significantly improved the accuracy in the predid#O concentration.

Acknowledgments
The work by T. Lu is supported by the Chemical Beés, Geosciences and Biosciences Division, Office
Basic Energy Sciences, Office of Science, U.S. Bepmnt of Energy, under Grant DE-FG02-12ER16345.

References

[1] Law, C. K., Proc. Combust. Inst. 31 (1) (200729.

[2] Marchuk, G. 1. in:On the theory of the splitting-up method, Proceedings of the 2nd Symposium on Numerical
Solution of Partial Differential Equations, SYNSPEPUniversity of Maryland, May 11-15, 1970; Acaderiress:
University of Maryland, 1970; pp 469-500.

[3] Yanenko, N. N., The Method of Fractional Steppringer-Verlag, New York, 1971.

[4] Knio, O. M., Najm, H. N., Wyckoff, P. S., J. @put. Phys. 154 (1999) 428-467.

[5] Sportisse, B., J. Comput. Phys. 161 (2000)-188.

[6] Ropp, D. L., Shadid, J. N., Ober, C. C., J. @otmPhys. 194 (2004) 544-574.

[7] Singer, M. A., Pope, S. B., Najm, H. N., Combugheory Model. 10 (2) (2006) 199-217.

[8] Strang, G., SIAM J. Numer. Anal. 5 (3) (196&)65517.

[9] Schwer, D. A, Lu, P., Green, W. H., Semiao, ®ombust. Theory Model. 7 (2) (2003) 383-399.

[10] Ren, Z., Pope, S. B., J. Comput. Phys. 220082 8165-8176.

[11] Lu, T. F., Law, C. K., Proc. Combust. Inst. 2005) 1333-1341.

[12] Lu, T. F., Law, C. K., Combust. Flame 146 (3p06) 472-483.

[13] Pepiot-Desjardins, P., Pitsch, H., Combusanté 154 (1-2) (2008) 67-81.

[14] Liang, L., Stevens, J. G., Farrell, J. T.,&r@ombust. Inst. 32 (2009) 527-534.

[15] Niemeyer, K., Sung, C., Raju, M., Combust.rir#a157 (9) (2010) 1760-1770.

[16] Sun. W, C. Z., Gou. X, Ju. Y, , ifth National Combustion Meeting of the U.S. Sections of the Combustion
Ingtitute, Paper# 23F3, 2009.

[17] Tosatto, L., Bennett, B. A. V., Smooke, M. Bombust. Flame 158 (2011) 820-835.

[18] Nagy, T., Turanyi, T., Combust. Flame 156 q2p417-428.

[19] Bodenstein, M., Lind, S. C., Z. Phys. Chem. @B06) 168-175.

[20] Smooke, M. D., Reduced Kinetic Mechanisms Asgmptotic Approximations for Methane-Air Flamegriger,
Berlin, 1991.

[21] Keck, J. C., Gillespie, D., Combust. Flame ({®71) 237-241.

[22] Keck, J. C., Prog. Energy Combust. Sci. 16({®90) 125-154.

[23] Lam, S. H., Goussis, D. A., Int. J. Chem. KirZ6 (4) (1994) 461-486.

[24] Maas, U., Pope, S. B., Combust. Flame 88 (3t892) 239-264.

[25] Pope, S. B., Maas, U., iRDA 93-11, Cornell University, 1993.

[26] Ren, Z. Y., Pope, S. B., Proc. Combust. 186t.(2005) 1293-1300.

[27] Ren, Z. Y., Pope, S. B., Vladimirsky, A., Gectheimer, J. M., J. Chem. Phys. 124 (11) (2006).

[28] Gorban, A. N., Karlin, I. V., Chem. Eng. SBB (21) (2003) 4751-4768.

[29] Al-Khateeb, A. N., Powers, J. M., Paolucci, Sommese, A. J., Diller, J. A., Hauenstein, JNMIengers, J. D., J.
Chem. Phys. 131 (02) (2009) 1-19.

[30] Chen, J.-Y., Kollmann, W., Dibble, R. W., Coosh. Sci. Technol. 64 (1989) 315-346.

13



[31] Turanyi, T., Comput. Chem. 18 (1994) 45-54.

[32] Christo, F. C., Masri, A. R., Nebot, E. M., S. B., Proc. Combust. Inst. 26 (1996) 43-48.

[33] Pope, S. B., Combust. Theory Model. 1 (1) (2)991-63.

[34] Lu, L., Pope, S. B., J. Comput. Phys. 228(22)09) 361-386.

[35] Tonse, S. R., Moriarty, N. W., Brown, N. JreRklach, M., Isr. J. Chem. 39 (1) (1999) 97-106.

[36] Goldin, G. M., Ren, Z., Zahirovic, S., CombuBheory Model. 13 (2009) 721-739.

[37] Aceves, S. M., Flowers, D. L., Westbrook, C, Bmith, J. R., Dibble, R. W., Christensen, MtzPW. J.,
Johansson, B. irA multi-zone model for prediction of HCCI combustion and emissions, 2000; 2000.

[38] Babajimopoulos, A., Assanis, D. N., Flowers,LD, Aceves, S. M., Hessel, R. P., Internat. Jie®m Res. 6 (2005)
497-512.

[39] Liang, L., Stevens, J. G., Raman, S., Fargell., Combust. Flame (2009) 527-534.

[40] Shi, Y., Liang, L., Ge, H. W., Reitz, R. D.p@bust. Theory Model. 14 (2010) 69-89.

[41] Contino, F., Jeanmatrt, H., Lucchini, T., DiEa; G., Proc. Combust. Inst. 33 (2011) 3057-3064.

[42] Yang, H., Ren, Z., Lu, T., Goldin, G. M., Congt. Theory Model. (2012).

[43] Haworth, D. C., Prog. Energy Combust. Sci(36(2010) 168-259.

[44] Ren, Z., Goldin, G. M., Hiremath, V., Pope,BS, Combust. Theory Model. 15 (2011) 827-848.

[45] Wang, H., Pope, S. B., Proc. Combust. Inst,(3811) 1319-1330.

[46] Luo, Z., Lu, T., Maclaszek, M. J., Som, S.ngman, D. E., Energy and Fuels 24 (12) (2010) 62333.
[47] Smith, G. P., Golden, D. M., Frenklach, M., Nésty, N. W., Eiteneer, B., Goldenberg, M., Bowm&n T.,
Hanson, R. K., Song, S., Gardiner, W. C., LissigngkV., Qin, Z. http://www.me.berkeley.edu/qgri_ot¥.
http://www.me.berkeley.edu/gri_mech/

[48] Luo, Z., Lu, T., Liu, J., Combust. Flame 15§ (2011) 1245-1254.

[49] Wang, H., You, X., Joshi, A. V., Davis, S. Gaskin, A., Egolfopoulos, F., Law, C. K. USC Me¢hrsion II.
High-Temperature Combustion Reaction Model of H2(CHBC4 Compounds. http://ignis.usc.edu/USC_Mechtri.
[50] Yao, M., Zheng, Z., Liu, H., Prog. Energy Coush. Sci. 35 (5) (2009) 398-437.

[51] Curran, H. J., Gaffuri, P., Pitz, W. J., Wesitk, C. K., Combust. Flame 129 (3) (2002) 253-280.

[52] Caracotsios, M., Stewart, W. E., Comput. Ch&mg. 9 (1985) 359-365.

14



